BRNO UNIVERSITY OF TECHNOLOGY

Faculty of Electrical Engineering
and Communication

MASTER'S THESIS

Brno, 2021 Bc. Diana PliSkova



BRNO UNIVERSITY OF TECHNOLOGY

VYSOKE UCENI TECHNICKE V BRNE

FACULTY OF ELECTRICAL ENGINEERING AND
COMMUNICATION

FAKULTA ELEKTROTECHNIKY
A KOMUNIKACNICH TECHNOLOGII

DEPARTMENT OF BIOMEDICAL ENGINEERING

USTAV BIOMEDICINSKEHO INZENYRSTVI

ANALYSIS OF NEURITE DIRECTIONALITY

ANALYZA SMEROVOSTI NEURITU

MASTER'S THESIS
DIPLOMOVA PRACE

AUTHOR Bc. Diana Pliskova
AUTOR PRACE
SUPERVISOR Ing. Jan Odstréilik, Ph.D.

VEDOUCI PRACE

BRNO 2021



BRNO FACULTY OF ELECTRICAL
I UNIVERSITY ENGINEERING

OF TECHNOLOGY AND COMMUNICATION

Master's Thesis

Master's study program Biomedical Engineering and Bioinformatics

Department of Biomedical Engineering

Student: Bc. Diana Pligkova ID: 195732
th(;y?f Academic year: 2020/21
TITLE OF THESIS:

Analysis of neurite directionality
INSTRUCTION:

1) Study the principle of scanning the neurons using a fluorescence microscope. 2) Carry out a literature review of
works dealing with the analysis of fluorescence images of cells and nerve structures. 3) Design a suitable method
for segmentation of neurites in available image data and implement it in the MATLAB programming environment.
4) Design and implement a method for analysis of neurite directionality. 5) Carry out an evaluation of the
directionality analysis using a suitably designed methodology. 6) Discuss the achieved results and evaluate the
effectiveness and usability of the applied solution. 7) Clearly comment on the created program functions.

RECOMMENDED LITERATURE:

[1] DIMA, A.; et al. Comparison of segmentation algorithms for fluorescence microscopy images of cells.
Cytometry Part A, 2011, ro€. 79, €. 7, s. 545-59.

[2] BAGLIETTO, S.; et al. Automatic Segmentation of Neurons from Fluorescent Microscopy Imaging. Biomedical
Engineering Systems and Technologies, 2018, ro¢. 881, s. 121-133.

Date of project

pr g 8.2.2021 Deadline for submission: 21.5.2021
specification:

Supervisor: Ing. Jan Odstrcilik, Ph.D.

prof. Ing. Ivo Provaznik, Ph.D.
Chair of study program board

WARNING:

The author of the Master's Thesis claims that by creating this thesis he/she did not infringe the rights of third persons and the personal and/or
property rights of third persons were not subjected to derogatory treatment. The author is fully aware of the legal consequences of an
infringement of provisions as per Section 11 and following of Act No 121/2000 Coll. on copyright and rights related to copyright and on
amendments to some other laws (the Copyright Act) in the wording of subsequent directives including the possible criminal consequences as
resulting from provisions of Part 2, Chapter VI, Article 4 of Criminal Code 40/2009 Coll.

Faculty of Electrical Engineering and Communication, Brno University of Technology / Technicka 3058/10 / 616 00 / Brno



ABSTRACT

The thesis is focused on the design of a suitable method for analyzing the directionality of
neurites. Fluorescence microscopy images of neurons were used. Prior to segmentation,
the images had to be preprocessed, using contrast adjustment, sharpening, and adaptive
filtering using a Weiner filter. The individual proposals of segmentation methods consisted
of simple thresholding, area growth and the use of morphological operations. Subsequent
directionality analysis used the direction of the gradients in the image. The proposed
method was also used as a classifier, which was able to segregate the respective images
into classes according to the direction of the growth.

KEYWORDS

neuron, image processing, fluorescence microscopy, segmentation, analysis of direction-
ality

ABSTRAKT

Praca je zamerana na navrhnutie vhodnej metddy analyzy smerovosti neuritov. Vyuzité
boli snimky neurénov z fluorescenénej mikroskopie. Pred samotnou segmentaciou bolo
potrebné snimky predspracovat, priCom sa postupne vyuZila Gprava kontrastu, ostrenie a
adaptivna filtracia pomocou Weinerovského filtru. Jednotlivé navrhy metdd segmentéacie
pozostavali z prostého prahovania, narastanim oblasti a vyuzitim morfologickych operécii.
Nasledna analyza smerovosti vyuzivala smer gradientov v obraze. Navrhnuta metéda bola
vyuzita aj ako klasifikator, ktory dokazal rozdelit jednotlivé snimky do skupin podla smeru
rastu.
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ROZSIRENY ABSTRAKT

Uvod:

Nervova sustava je jedna z najddlezitejsich ¢asti ludského tela. Riadi zivotné funkcie,
zavisi od nej pamat, ucenie a vedomie celého c¢loveka. Zakladnou stavebnou jed-
notkou st neurény, ktorych Specifickou vlastnostou je, ze sa rodia procesom neu-
rogenézy, primarne v embryu. Tym padom je vyskyt neurodegenerativnej choroby
u c¢loveka nelieCitelny. Preto je velmi doélezité skimat neurény v oblasti regen-
eratfvnej mediciny. Dal$fm prinosom analjzy neurénov je ich vyuzitie v oblasti
umelych neurénovych sieti. Prva kapitola prace popisuje anatomicku Struktiaru
neurénu, po ktorej nasleduje kapitola popisujiuca zakladni techniku vizualizacie
neurénov, fluorescencnii mikroskopiu. Obsahom kapitoly st zdkladné metédy ako
wide-field a konfokdalna mikroskopia. Takisto st tam zhrnuté zékladné techniky
farbenia pre lepsie pozorovanie neurénov. Dalou ¢astou préce st kapitoly uréené
segmentacii a analyze smerovosti neurénov. Obsahuju zakladné metody pre jed-
notlivé operacie ako napriklad aktivna kontuira a narastanie oblasti. V praci je
takisto obsiahnuta kapitola popisujiica experimentalnu databdzu, s ktorou sa praco-
valo v praktickej casti . Metody, ktoré boli pouzité v tejto praci s popisané zvlast
v samostatnej kapitole. Vysledky praktickej casti sa nachadzaju v poslednej kapi-
tole, ktora obsahuje aj ich naslednt diskusiu. Celi pracu ukoncuje zaver popisujuci

zhrnutie celej prace.

Metody:

Cielom prace bolo navrhnif vhodnti metédu analyzy smerovosti v programovom
prostredi Matlab. Predtym, ako bola aplikovand metéda na snimky, bolo potrebné
vytvorit vhodni metédu segmentacie. V tejto praci si popisané az 3 metody
a ich porovnanie vhodnosti pre nésledni analyzu smerovosti. Pred samotnou seg-
mentaciou bolo potrebné spracovanie dat pre dosiahnutie ¢o najlepsich vysledkov.
Zakladom image preprocessingu bola tuprava kontrastu, zaostrenie a odstranenie
sumu z nasnimanych dat. Nasledne doslo uz k aplikacii segmentacnych metod.
Prva metdda pozostavala prevazne z prostého prahovanie, druha vyuzivala princip
narastania oblasti za pouzitia inicializacného semienka. Posledna, tretia metdda,
ziskavala bindrny obraz za pomoci hranovych detektorov a morfologickych operacii.
Co sa tyka presnosti a rychlosti metédy, najlepsie obstala prva metéda s vyuzitim
prostého prahovania. S takto ziskanymi bindarnymi obrazmi sa néasledne pracov-
alo pri vytvarani analyzy smerovosti. Metéda navrhnuta v tejto diplomovej praci
spociva v analyze gradientov obrazu. Kazdy obraz bol rozdeleny na 117 podobrazov
s velkostou 50x50 pixelov. Dévodom tohto kroku bolo obmedzenie vplyvu dendri-

tov vstupujucich do sém neurénov, kde dochadzalo k zlému vypoctu smeru gra-



dientu. 7 jednotlivych podobrazov sa vypocital smer gradientu, ktorého hodnota
bola vlozena do Specifickej premennej. Stucastou analyzy bolo vytvorenie postupu,
ktory by zistil prevazujici smer obrazu. Dévodom toho boli vytvorené premenné,
ktoré v sebe uchovavali jednotlivé hodnoty smeru gradientu. Po vypocte smerov
v jednotlivych podobrazoch boli tieto hodnoty priradené do korespondujtcich pre-
mennych. Najviac pocetnd premenna bola oznacena ako premennd s prevladajicim
smerom, z ¢oho bola néasledne pomocou spriemerovania hodnot vypocitana jedna

konkrétna hodnota smeru.

Visledky:

Ziskané vysledky bolo potrebné porovnat s ground truth (GT) datami, kvoli Stati-
stickému vyhodnoteniu metody. K dispozicii takéto data neboli, avsak pre tito
pracu bol vytvoreny pomocny program, cez ktory uzivatel sam naklikal smery pre jed-
notlivé obrazy. Bolo vytvorenych 5 sad GT, kde 5 jednotlivcov subjektivne naklikalo
smer neurénov pre jednotlivé snimky. Kedze sa jednalo o nezavislych jedincov, kazda
naklikana hodnota ma rovnaki vahu voci vsetkym datasetom a preto bola aj v ramci
statistiky vypocitana stredna kvadratickd chyba, aby bolo poukazané na rozdiely
medzi jednotlivymi sadami. Medzi jednotlivymi GT datami a vysledkami navrhnute;j
metddy bola vypocitana strednd kvadratické chyba (MSE). Dévodom tohto vypoctu
bolo ziskanie chybovosti medzi jednotlivymi hodnotami GT spolu so ziskanymi hod-
notami. Vysledné hodnoty MSE mézu pdsobit ako velké, avSak pracuje sa s uhlami
v intervale <-180 - 180>, pricom uz aj 10° rozdiel medzi datami moze nadobu-
dat vysoké hodnoty MSE, hoci smerovost by bola vypocitana spravne. Pre urcenie
uspesnosti ziskanych uhlov bola vypocitana priemerna hodnota vsetkych GT sad
v jednotlivych obrazoch a ich smerodajna odchylka. Smerodajna odchylka urcovala
hodnotu, s ktorou sa moze vypocitany vysledok lisit od priemernej hodnoty GT
dat tak, aby bola este v medziach prijatelnosti, ¢o sa tyka funkcionality navrhnutej
metddy. Po porovnani vypocitanych dat s GT datami a prihliadnutim na smeroda-
jnit odchylku, bola tspesnost tejto metdédy 83%. Navrhnutd metdda bola vyuzitéd
aj ku klasifikacii neurénov podla ich smeru rastu. 7 dat, s ktorymi sa pracovalo
v tejto praci, bolo mozné urcit 3 skupiny rastu smeru a to skupina, kde neprevladal
ziadny smer, teda nebolo mozné urcit, ktorym smerom neurény na obrazoch rastu.
Dalsou skupinou boli neurény, ktoré rastli smerom dolu a posledna skupina popisuje
neurény, ktoré rasti diagonélne/do Stvorca. Klasifikacnym kritériom pre jednotlivé
snimky bol ich vypocitany smer navrhnutou hodnotou. Tato klasifikacia mala pres-
nost 91%.

Zaver:

Téato diplomova praca bola zamerana na analyzu smerovosti neuritov pomocou vhod-



nej metédy, ktori bolo treba navrhnit. Prva kapitola popisuje stavbu neurédnu,
z ktorého sa sklada nervova sustava. Nachddzaji sa tam popisané jednotlivé casti
a aka je ich funkcia. Druhd kapitola sa zaobera fluorescenénou mikroskopiou a jej
vyuzitie v pozorovani neurénov. Nachadza sa tam princip tejto techniky a aj jed-
notlivé typy, ako wide-field a konfokalna mikroskopia. Pre spravne pozorovanie
neurénov je potrebné vyuzit farbenie, kedze neurén nie je autofluorescencny. Zak-
ladné metody farbenia su taktiez popisané v tejto kapitole. V tretej kapitole st
popisané zakladné metody segmentacie neurénov, konkrétne segmentacia somy a den-
dritov. V pripade segmentacie somy sa pouziva napriklad Laplacian of Gauss, v pri-
pade dendritov growing region. Stvrta kapitola sa zaoberd trasovanim neuritov, ¢o
moze byt alternativna verzia segmenticie. Obsahom piatej kapitoly je popis exper-
imentalnych dat, ktoré boli vyuzité k spracovaniu semestralnej prace. Nachadza sa
tam popis, ako boli neurény vypestované a na akych struktirach. Siesta kapitola
popisuje prakticka cast diplomovej prace. Navrhnuté boli 3 rozne metdédy segmen-
tacie a samotna analyza smerovosti neuritov. Posledna, siedma kapitola, popisuje
ziskané vysledky a ich naslednt diskusiu. Samotnd metéda pri urcovani smerov
rastu v porovnani s ground truth ddtami mala tspesnost 83%. KedZe bolo viac
sad GT dat, vyuzivala sa smerodajna odchylka, ktora bola vyuzita ako orientacna
hodnota, podla ktorej sa urcila hranica tspesnosti vypocitanych smerov metody.
Vyuzitelnost tejto metody je aj v klasifikdcii. Déta boli rozdelené do 3 skupin,
pricom presnost klasifikicie bola 91%. V zdvere prace st vlozené priklady dat, kedy
navrhnuta metéda bola schopné urcit spravne smer a kedy nie, pricom je pri kazdom

obraze popisané, kde mohla nastat chyba analyzy.
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Introduction

The nervous system is one of the most important parts of the human body. It
controls vital functions, memory, learning, and consciousness of the whole person
depend on it. It is defined by a neuron, whose specific feature is that they are formed
by the process of neurogenesis primarily in the embryo. Thus, the occurrence of
neurodegenerative disease in humans is incurable. Therefore, it is crucial to study
neurons in the field of regenerative medicine. Another use of neuronal analysis is its
use in the field of artificial neural networks.

The first chapter describes the anatomical structure of the neuron, followed by a
chapter describing the fundamental technique of neuron visualization, fluorescence
microscopy. The chapter contains basic methods such as wide-field and confocal mi-
croscopy. It also summarizes the essential labeling techniques for better observation
of neurons.

Another section of the thesis are chapters for segmentation and analysis of neural
directionality. They contain basic methods for individual operations such as active
contour, area growth and tracing.

The thesis also contains a chapter describing the experimental database, which
was used in the practical part, i.e. what type of neurons were used and how they
were grown. The methods that were used in this work are described separately
in the chapter, which contains a detailed description of segmentation methods and
the proposed method of directionality analysis. A total of 3 segmentation methods
were suggested, from which only one was selected for the subsequent directionality
analysis. The directionality results are described in the last chapter. This chapter is
supplemented with regard to the use of the method in classification. The achieved

results of the method are subsequently described and summarized in the discussion.
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1 Neuron

A nerve cell or neuron is a basic functional unit of the nervous system whose task
is to capture, process, and respond to a stimulus acting on the body. Nerve tissue
is characterized by irritability, which means the formation, reception and sorting
of the signal, and conductivity, which ensures their propagation. The number of
neurons in the human body is in the tens of billions [I} 2].

It typically consists of the following parts:

e soma

o dendrites

e neurite

« telodendria

1.1 Soma

The body of a neuron, also called the soma or perikaryon, contains the nucleus.
There are many cellular organelles in the cytoplasm, such as mitochondria, the
Golgi apparatus, and lysosomes. Of particular importance is the rough endoplasmic
reticulum, which is composed of cisternae. It is because of these clusters of cisternae
that correspond in light microscopy to the basophilic beads, which are called Nissl

bodies. By them, we can evaluate the functionality of the neuron [I].

1.2 Dendrites

Dendrites are short protrusions bulging from the body of a neuron. Their number
ranges from one to tens or sometimes a hundred. It contains dendritic spines on
which are synapses. The role of the dendrite is to receive nerve impulse. Afterward,

it passes into the soma and thus into the nucleus of the neuron [I].

1.3 Neurite

The neurite, otherwise known as the axon, is one of the crucial parts of the neuron.
Its function is to conduct nerve impulses. Therefore, it is the longest protrusion of a
nerve cell to connect with other nerve cells or cells of other organs or tissues. There
is only one neurite in the entire neuron, which can rarely be missing (amacrine cells
in the retina). Its surface is covered by sheaths, which are divided into myelin sheath

and neurilemma [I], 2].
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Mpyelin sheath

Myelin sheath contains incisions (Ranvier nodes) that divide the sheath into intern-
odes. Thanks to them, the conduction of nerve impulses is significantly accelerated.
Because the sheath is electrically non-conductive, the only place that conducts im-
pulses is the mentioned Ranvier nodes. This process of excitation is called saltatory

conduction [ 2].

Neurilemma

Neurilemma consists of Schwann cells that form a sheath on both myelinated and
unmyelinated neurites. One cell is on neurites without a myelin sheath. Myelinated

contain one cell at each internode [T}, 2].

1.4 Telodendria

Telodendria are the final branches of the neurite. There are synapses through which
a nerve impulse passes to another neuron or effector cell. We divide them into

chemical and electrical.

Chemical synapses

Chemical synapses consist of a presynaptic end (telodendria), a synaptic cleft, and a
postsynaptic membrane. The transmission of excitation takes place through media-
tors, which in the chemical synapse is performed by a neurotransmitter. It is located
in the synaptic vesicles, which are located at the presynaptic end. The synaptic cleft
refers to the intracellular space between two neurons or a neuron and a cell through
which excitation is to pass. The postsynaptic membrane is a term describing the

membrane of the neuron to which the excitation comes [I].

Electrical synapses

Electrical synapses are large-area connections through which an electric current
passes directly. The difference between chemical and electrical synapses is the ab-
sence of synaptic vesicles. Another difference is the synaptic cleft, which is much

smaller than the chemical one. As a result, the conduction of excitement is very fast

1.

15



2 Fluorescence microscopy

Fluorescence microscopy is a widely used type of microscopy in biology and the
biomedical sciences. It is based on the detection and observation of fluorescent
parts of substances. Specimen that have the property of fluorescence are called
autofluorescent. This includes, for example, the amino acid tryptophan. However,
not every specimen is autofluorescent and therefore are used fluorescent proteins
such as green fluorescent protein. After application, we use its ability to emit visible
light after irradiation with short-wavelength light in the ultraviolet (UV) region.
This event is accompanied by the excitation of electrons to higher energy bands.
After returning to the original band, a photon is emitted, which passes through
a wavelength selective excitation filter. The wavelengths that pass through the
excitation filter are reflected from the dichromatic mirror. They then travel through
the microscope objective to the specimen, which they illuminate. If the specimen
fluoresces, the emitted light passes back through the dichromatic mirror to the
barrier (emission) filter, which is responsible for blocking unwanted wavelengths
caused by excitation. In terms of construction, a fluorescence microscope differs
from a conventional optical one by a modified condenser that is adapted to UV
radiation [3] 4].

2.1 Labeling of neurons

Nerve cells, neurons, are not autofluorescent, so they do not emit radiation by
themselves. Therefore, it is crucial to add substances that will emit radiation when
illuminated at a specific wavelength. These substances must also bind to a particular

place or places that we want to observe.

2.1.1 Green Fluorescent Proteins

One of the breakthroughs in biology and microscopy was the discovery of the green
fluorescent protein (GFP). It was discovered by Osama Shimomum in 1962 from the
jellyfish Aequorea victoria, for which he and his colleagues were later awarded the
Nobel Prize in Chemistry [5].

GFP is highly stable and produces significant fluorescence. The problem is its
excitation maximum, 395 nm, which is close to the UV range (400 nm). UV light
needs some optical attention because it can damage living cells. Therefore, it is not
recommended to use GFP for imaging of living cells. This obstacle is removed in
an enhanced form of GFP, enhanced GFP (EGFP), which has a shifted excitation

maximum to 484 nm. This form is most commonly used for single-label fluorescent
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protein experiments and is also one of the brightest currently available proteins.
Other forms of GFP are, for example, Emerald, which has good photostability, and
ZsGreenl. This protein comes from a coral reef with an emission maximum of 505
nm. It has been introduced as a replacement for EGFP but is very bright when
applied to mammalian cells. Another disadvantage is that it has limited use in

fusion images [6].

Fig. 2.1: Expression of fluorescent proteins in Peripheral Ganglia [7].

2.1.2 Immunofluorescence

Immunofluorescence (IF) is a method based on the principle of staining antibodies
with immunoglobulins. This substance is mixed with synthetic fluorescent dyes and
thus applied to cells or tissues. The advantage of the method is a good visualization
of the protein and a high contrast of the observed specimen. The disadvantage is the
need for fixation and permeabilization of the membrane before staining. Therefore,
it is not suitable for observing living cells. IF is also an advantageous method
for selecting a synthetic dye that fluorescents at different wavelengths. They can
be combined with several direct labeling, and thus the resulting multicolor IF can

visualize several cellular components at once [5].

2.1.3 Brainbow

Brainbow is a stochastic multicolor labeling method. It can label several neurons

using three fluorescent proteins. It uses the Cre-IoxP system, which is specific re-
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combination using deletion, insertion, translocation, and inversion. By introducing
many copies of the transgene cassette, many color shades of the original three fluo-
rescent proteins will be created using stochastic choices. The main disadvantage of
this method is the limited use for neuronal tracing. The cause is the stochastic and
combinatorial expression of fluorescent proteins, which is only possible with a low
number of transgenes so that the expression level is not bright enough to observe

high-resolution axons and dendrites [§].

2.1.4 Tetbow

Tetbow method is an improvement on the previous Brainbow method. It is a bright
multicolor labeling method that produces more colors needed to track neurons over
longer distances. It has enhanced expression, where it uses a tetracycline operat-
ing system, which ensures a higher level of expression. It uses plasmid or vector-
mediated multicolor labeling. When Tetbow is combined with tissue clearing, 3D
visualization of the structure of individual neurons is possible. Detergents, solvents,
and heating are required to completely cleanse lipid-rich myelinated axons. How-
ever, these actions damage the tissue as well as the fluorescent proteins. Therefore,
it is possible to use Tetbow with chemical tags, in which the encoded chemical tags
have been labeled with a synthetic fluorophore and thus replaced fluorescent pro-
teins. Tags such as SNAP or Halo form covalent bonds with the cognate substrate

and the fluorescence remains stable even under rough clearing conditions [g].

2.2 Wide-field microscopy

This type of fluorescence microscopy shows the object over the entire area, so we can
observe all the points simultaneously, which means faster imaging. Recently, light-
emitting diodes (LEDs) have been used. Their advantage is long life and precise
wavelength control. Because the resulting image is observed simultaneously, it is
possible to record the image on the camera. The disadvantage is low contrast and
spatial resolution, which is caused by focusing light on one image plane. Therefore,
samples that are too thick or of various shapes are not suitable for observation
because observation occurs outside the plane of focus. This imperfection can be

compensated for by using thin layers of cells or macroscopic structures [9].

2.3 Confocal microscopy

The main advantage of confocal microscopy is the imaging of objects with greater

thickness. Thus, the method is not limited to very thin samples as in the case of wide-
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Fig. 2.2: Mitral cells of the olfactory bulb labeled with Tetbow [§].

field microscopy. The principles of excitation and emission apply to this method as
well as to others. Compared to other methods of fluorescence microscopy, it differs
in the excitation source, which is a laser, the method of sequential scanning of a
point light source, and the method of detecting the intensity of emitted light, which
has the function of a photomultiplier (PMT). The task of confocal microscopy is
to get rid of unwanted out-of-focus light from the image. A pinhole aperture is
intended for this purpose, which prevents the passage of unwanted light due to the
transmission of only that light which corresponds to the confocal point in the sample
where the excitation light was focused. This method constructs an image pixel by
pixel by recording the fluorescence intensity at each point. This is possible thanks
to the movement of oscillating mirrors, which optically focus the stationary laser

and pinhole across the entire sample [9].
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3 Segmentation of neurons

One of the main causes of neuronal monitoring is neurological diseases. Thanks to
the great progress in microscopic technologies and their subsequent processing, we
can observe their structure and morphological changes in the presence of diseases.
Therefore, detection and segmentation of neurons are required. There are many
approaches to begin segmentation of neurons or cells, but several procedures begin
with the initialization of the nucleus or other region that will be the basis for further

processing.

3.1 Segmentation of cell

One approach is to use a Laplacian of Gaussian (LoG) filter for initial detection. The
method uses convolution with a Gaussian mask, resulting in a smoother image. It
can be approximated by a mask, the size of which depends on the selected Gaussian
variance o2. After applying the threshold, we get a binary mask of the nuclei regions
[10, [11].

Another method is Multiscale Blob Enhancement Filtering,which is used to iden-
tify areas where neurons are likely to be located. The method improves the intensity
profile of the soma and reduces the influence of dendritic and neurite structures. It
uses Hessian, which calculates the probability of which pixel belongs to a particular

cell. Used blobness measurement corresponds to the equation (3.1 [12].

0, if ATOS <
Bs(l’o) = 1 (257 (31)

52 Gios)? .
1 , otherwise

where A7, \3%” are eigenvalues of the Hessian matrix at the point zq at scale s.
[ is the threshold that determines the sensitivity of blob filter. Using multiscale
filtration, we get the resulting blobness as a combination of the smallest and largest
value of the scale, where the structures are still located [12].

After obtaining the region of interest (ROI), it is possible to apply Active Con-
tour. Based on the energies, the active contour can determine the object from the
background. It consists of external and internal energies that go against each other.
External energy is a combination of forces due to the image that determines the
position of the contour and internal energy to control changes. The shape of the
resulting contour is defined by minimizing the energy functional. Since we have
ROlIs, energies are constructed locally at each point along the curve to analyze local
regions. For each image, we can determine a radius equal to the average of the

soma radius. A frequently used type of active contour is the snake model, which is
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expressed by equation (3.2). The principle of the model is to change the shape and
position of the curve while looking for a state of minimum energy. It searches local

minimum in order to reduce the energy functional of the image [12, [13].

V(s,t) = ($(s,t)7y(s,t)) (32)

where x and y are the coordinates of the two-dimensional curve, v is spline parame-
ter,which ranges in 0-1, s is linear parameter in range [0,1] and ¢ is time parameter.
After applying the method, we get a segmentation mask that tightly surrounds the
cell body [13].

Another approach to neuronal segmentation include the use of an optimized
Mumford-Shah model. Images must be normalized before processing. The segmen-
tation itself begins using the Mumford-Shah model, which is region-based. Using the
Chan-Ves formulation for two-phase segmentation, we can optimize the Mumford-
Shah model. This optimization leads to an iterative procedure called the Fuler-

Langer equation [14]:
¢t+At — ¢t + At - 56(¢t)[—>\1<U(33?y) _ 61)2 + )\1<u(z’y) — 62)2] (33)

where u(x,y) is image intensity, A; is the weight of contour features (length, area,
foreground, and background), ¢; is the mean value of the background, ¢y is the
mean value of foreground and J, is a regularized Dirac delta function. The segmented
nuclei will serve as references for cell segmentation. However, it is needed to initialize
the level set function, which will look like [I4]:

O = Lo — (| Jisydady/ [ dedy) (3.4)

where f" represent the image intensities at pixel (x,y) corresponding to nuclei. Nu-
clei segmentation is obtained by substituting u,,) in the equation |D for f&y)
and evolving qﬁ?m’fy). The evolution of the level set function for cell segmentation is

modified as [14]:

D) = Flow — 1 (3.5)
where f¢ represent the image intensities of fluorescent colors at pixel (x,y) corre-
sponding to cell. Its segmentation is similar to nuclei, except that u, ) is substituted
for f¢,,) in the equation (3.3 [14].

It may happen that due to fuzzy cell boundaries, they will cluster into one
entity. A Watershed Transformation is applied to this problem, which divides the
compressed cells into individual objects. This method describes segments as areas
formed by certain neighborhoods that correspond to local minima in the image.
These areas, also called catchment basins, correspond to the locus to which a drop,

in our case a pixel, falls along the steepest descent path. We fill the basins with the
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sorted pixels from lowest to highest, which are marked with the according basin. If
there is a pixel marked by two basins, it is a border pixel. Finally, a size filter is

applied that removes objects that do not fall within the soma size range [10] [12].

3.2 Segmentation of dendrites

In methods that segmented only the soma, it is also necessary to obtain peripheral
parts, ie dendrites. A frequently used method is the growing region method. It
is advantageous to have a segmented or detected section of neurons that serve as
ROIs. This is followed by the segmentation of dendrites, where the method of
region growing is used. The principle of growing region method is the choice of
the initialization seed. It has typical properties, usually given by the parameter
p, according to which other surrounding pixels are assigned if they meet a certain
criterion of homogeneity. Each pixel belonging to the area analyzes its surroundings
(4- or 8- connected) and compares the parameters of the pixels with the parameter
of the seed, see the equation . If the condition is met, the pixel belongs to the

segmented area [12].

|ps - pj| <T (3.6)

where p, is parameter of the seed, p; is parameter of the particular pixel and T is
threshold that was initially selected [12].
In the figure|3.1], we see a combination of methods: blob filtering, active contour,

watershed transformation, and the growing seed.

Soma detection and Neuron final
segmentation segmentation

2D projection

Fig. 3.1: Whole neuron segmentation [12].
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4 Neurite tracing

Tracing the whole neuron, or parts of it are very important for research and quan-
titative analysis. The method consists of two phases: detection and linking. The
classic depiction of neurons in the image is an elongated light part on a dark back-
ground. This fact is used by the detection phase, where we calculate for each pixel
I3

H,;(2) = Hpoo (o) + aRY . H (1) Ry o (4.1)

where Hy, is the Hessian of the image to which the Gaussian blur filter has been
applied and R/, denotes the rotation matrix with angle m/2. It is possible to use
a = -1/3, which determines the filter, which is maximally flat in the direction 6 +
7/2. Subsequently, the eigenvalues are calculated, thanks to which we can obtain
the neurite strength [15]

) AM@) A i M) <0
'0_{ 0 if Az)>0 (42

where A is the larger value of the two eigenvalues and A,,;, indicates the smallest
lambda value of all the pixels in the image. To connect consecutive pixels, it is
necessary to calculate the cost of moving from pixel x to any other 8- connected
pixel y [15]

Clz,y) =vCi(y) + (1 = 7)Cu(z,y) (4.3)

where v €[0, 1] is a parameter determining the relative weight of C\ and C,. The

normalized cost components C and C,, are defined as follows [15]

Ca(y) =1—p(y)
Colw,y) = 3{y/1— @@, 9) + /1 - oy, )}

where ¢(x,y) = |v(z) - d(x,y)|, with v(z) as normalized eigenvector and d(z,y) as

(4.4)

the unit vector in direction y - x. The resulting paths are obtained by Dijkstra’s
shortest-path algorithm. The figure shows the output of neurite tracing [15].

Fig. 4.1: Output of the neurite tracing algorithm [15].
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5 Experimental database

The data we work within the thesis are hippocampal neurons that have been isolated
from rat brains. Because neurons require coating, the structures (test substrates)
were coated with poly-D-lysine for one hour. Subsequently, after rinsing the struc-
tures with deionized water, neuron seeding took place. Two structures were used,
namely quartz grooves and parylene cues on quartz substrate. The reason for the
use of these structures is inspired by biological conditions within the development
of the nervous system. One of the factors that migrate neurons is scaffold tracts
formed from glia cells. For in wvitro, said structures were used as a variation of glia
scaffolds [16].

Neurons were stained 7 days after cultivation using Anti-NeuN and Anti-Rabbit
IgG antibodies. The data were acquired using fluorescent mode, where the neural

morphology is clearly visible. The data set used in the thesis contains diverse 100

images displaying neural growth in various directions as can be seen in the Figl5.]|
[16].

Fig. 5.1: An example of data used in the thesis.
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6 Methods

The objective of the work was to design a suitable method of directionality analysis
in the Matlab programming environment. Before the method was applied to the
images, a suitable segmentation method had to be developed. This work describes
up to 3 methods and their comparison of suitability for subsequent analysis of direc-
tivity. Prior to the segmentation itself, data preprocessing was necessary to achieve

the best possible results.

6.1 Image preprocessing

The basis of image preprocessing was the adjustment of contrast, focusing, and
removal of noise from the scanned data. The read image was converted to grayscale
to which a gamma correction with a gamma value of 0.5 was applied. It is a non-
linear operation, thanks to which we increased the brightness, which made it possible
to make parts of the neurites visible. Subsequently, the sharpening method was
applied. The principle is to use a 2D image convolution with an averaging mask,
which gives a blurred image. By subtracting from the original image, we get details,
which correspond to parts of the image different from the background. We add
these details to the original image. By using the contrast enhancement, we adjusted
the intensity values by saturating the pixels. These operations also caused noise

enhancement, which we filter using a 2D Wiener filter. This is an adaptive filtration

using a low-pass filter. The resulting image after preprocessing is shown in the

Figl.1}

(a) Example of input data. (b) Input data after image preprocessing.

Fig. 6.1: Comparison of input data and its output after image preprocessing.
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6.2 Segmentation

The first approach was the thresholding method. It is a very simple and intuitive
method, where using the input data we can create a binary image, according to
a specified threshold. In this method, the threshold was determined using Otsu’s
method [17]. The principle of this method is to convert the image to binary accord-
ing to the selected threshold, which in Otsu’s method is intended as minimizing or
maximizing the variance between inter-classes. According to this threshold, it de-
termines which pixels belong to the background and which describe the object. We
applied a morphological erosion operation to the binary image, which eliminated
isolated points in the background. Subsequent application of a 2D median filter
reduced background noise.

The second approach was to use a growing region method using an initialization
seed. This algorithm was described in section [3.2] Segmentation of dendrites. In this
work, a static criterion was used, which compared the intensity values of the current
pixel with the initial one. The criterion value was determined as the difference
between the maximum pixel intensity and the pixel intensity value that fell within
the neurite area of interest. If the difference in intensity values is greater than the
specified threshold, it is a dark pixel, which this case resembles the background.

The third approach used edge detection. To prevent the detection of background
noise, we used semi-thresholding, where the values of pixel intensities smaller than
the threshold were defined as 0, ie they represent the background. The threshold
was determined from the histogram of the image, where we chose the value of the
area of interest. Edge detection was used on the semi-thresholded image with a
Canny detector. It finds the edges by searching for local maximum of the image
gradient. There are two thresholds for detecting weak and strong edges. Afterward,
morphological operations were applied, namely, closing and dilatation. These meth-
ods filled parts of the area of interest of neurites. Eventually, a 2D median filter was
applied using 10x10 mask, which was determined experimentally.

The output data for which the individual methods were applied can be found
in Figl6.2 By comparison, we see that the best segmentation is obtained using the
thresholding method. Although not all parts of the neurites are perfectly segmented,
this procedure is the most accurate by comparison with the remaining methods. The
growing region method is also of good quality, but its limitation lies in the manual
selection of the initialization seed, with only one being selectable. Removing these
restrictions could improve the quality of segmentation. The last approach used edge
detection, wherein Fig[6.2]is shown, there has been an artificial increase in the area

of neurites. This is caused by the filling of areas that do not belong to each other.
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) Method using thresholding.
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(¢) Method using growing region. (d) Method using edge detection.

Fig. 6.2: Comparison of outputs using individual methods.

6.3 Analysis of neurite directionality

The essence of the master’s thesis was the design and implementation of a suitable
method for neurite directionality analysis. The proposed method consists in the
analysis of image gradients. The gradient describes the steepness, the slope of the
function, which was used in the work. Since the gradient is very sensitive to each
pixel in the image, the simple thresholding segmentation method was used. Each
image was divided into 117 sub-images with a size of 50x50 pixels. The reason for
this step was to limit the effect of dendrites entering the soma of neurons, where
the gradient direction was calculated incorrectly. The direction of the gradient was
estimated from the individual sub-images, the value of which was inserted into a
specific variable. Part of the analysis was to create a procedure that would determine
the predominant direction of the image. Therefore, variables were created that
held the individual values of the gradient direction. They carry only a certain
direction that belongs to them. They were generated from 180° to -180°, where 0°

corresponded to the x-axis. The variables with positive values were generated by 20°
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and the variables consisting negative values were generated by 2°. The reason for this
decision was the assumption of downward growth. After calculating the directions in
the individual sub-figures, these values were assigned to the corresponding variables.
The most numerous variable was marked as a variable with a predominant direction,
from which one specific value of the direction was subsequently calculated by means
of averaging the values. The whole procedure of the proposed method is shown by
the individual steps in the block diagram in the Figl6.3|

Input " ol B ol Contrast - I
image ———» Gamma correction » Image sharpening » enhancement »  Wiener filiering  ——
vy
[ > . el Morfological ol . . | Removal of isolated
Thresholding o operations »  Median filtering 2 points

Segmentation

:—b Division info sub- Gradient analysis

images

i

Calculation of

dominant direction ———  Neurite direction

h 4

h 4

Analysis of direction

Fig. 6.3: Block diagram of proposed method.

6.4 Evaluation of the analysis

In order to evaluate the success rate of the method and its results, statistical es-
timators were used, namely the mean squared error and the standard deviation.
The reason for choosing these methods was the occurrence of several ground truth
datasets and therefore it was necessary to compare the values both between the
individual ground truth datasets and between the computed values of the proposed
method. A more detailed description of the explanation can be found in the chapter

[ Results and discussion.

Standard deviation

The standard deviation (SD) indicates the variation or variance of the data set, i.e.
how far the values are from their mean. It always acquires a positive value or zero.
If the SD is small, the values in the dataset are close to the mean value, if the SD is

high, the values are more distributed from the average, so the data in the set show
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more variation. Formula for SD [18]:

o=y BEZTE (6.1)

where z is number, T is mean, average value and n is number of data [I§].

Mean squared error

The mean squared error (MSE) determines the error rate of the function as the
difference between the estimated values and the actual ones by calculating their
mean square difference. Always gains positive values. The larger the MSE, the

more the values will differ and vice versa. Formula for calculating MSE [19)]:
1
MSE = =) (z — ), (6.2)
n

where x means observed value, Z predicted value and n number of data [19].
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7 Results and discussion

The obtained results had to be compared with ground truth data in order to be
able to statistically evaluate this method as accurate or inaccurate. This type of
data were not available, however a supplementary program was created for this
work, through which the user clicked the directions for individual images. 5 sets of
ground truth (GT) data were created, where 5 individuals subjectively estimated the
direction of the neurons for each image. Since there were 5 independent individuals,
each approximated value had the same weight for all datasets, and therefore the
mean square error was calculated to point out the differences between the individual
sets. As shown in the Tab[7.1] the MSE was also calculated between each dataset and
proposed method. For better interpretation, a graphical display was also created,
Fig[7.1] where we see that GT 2 has the highest error rate within all data. The
remaining GT data together with the proposed method have approximately similar
values. At first glance, the MSE values seem too large, but the whole method works
with angles in the range -180° - 180°. Thus, even the 10° difference between two GT
sets acquires large MSE values, although both sets estimate a very similar direction.
GT 1 has the most similar values with the values of the proposed method, while
MSE is 176.81. The reason for the high MSE is the fact that individuals indicated
directions in images where there were many neural structures and not every image

had a visible direction of growth.

Tab. 7.1: Calculated MSE between individual ground truth datasets together with
the proposed method.

MSE |GT 1|GT_2|GT _3|GT_4|GT_5 | Method
GT 1 0,00 | 489,32 | 142,81 | 70,89 | 149,20 | 176,81

GT_2 |489,32 | 0,00 | 299,31 | 391,62 | 311,84 | 593,24

GT_3 | 14281 | 299,31 | 0,00 | 101,76 | 107,46 | 269,91

GT_4 | 70,89 | 391,62 | 101,76 | 0,00 | 126,88 | 229,82

GT_5 | 149,20 | 311,84 | 107,46 | 126,88 | 0,00 197,39
Method | 176,81 | 593,24 | 269,91 | 229,82 | 197,39 0,00

In order to determine with which value to compare the obtained values calculated
by the method, the average value of all GT sets in the individual images and the
standard deviation were estimated. The standard deviation determined the value
with which the computed result could differ from the average GT value of the data so
that it was still within acceptable limits in terms of the functionality of the proposed
method. Tab[A1] TabJA.2] and TabJA.3| show the values of individual images that
were worked with. To better evaluate the obtained results, a Graph was created,
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Comparison of ground truth sets between each
other and between proposed method.
700,00
600,00
500,00
2 400,00

w

< 300,00

200,00

= (il LU ol ohof e A
Il [

GT 1 GT 2 GT 3 GT 4 GT 5 Method

mGT 1 MGT 2 WGT 3 mGT 4 MGT 5 MMethod

Fig. 7.1: Calculated MSE between individual ground truth datasets together with
the proposed method.

which describes the difference between the determined directions of the used method
and the average values of GT data. After comparing the data with GT data and
taking into account the SD, the accuracy of this method is 83%.

Comparison of estimated directions by average GT values and
computed values.
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Fig. 7.2: Comparison of estimated directions by average GT values (blue dots) and

computed values (orange dots).
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As can be seen in Graph the values form something like clusters, and thus
the proposed method was also used to classify neurons according to their direction
of growth. From the data used in this work, it was possible to determine 3 classes
of directional growth, namely the class where no direction prevailed, so it was not
possible to determine in which direction the neurons in the images grow. Another

class were neurons that grew downwards, and the last class describes neurons that

grew diagonally /square. Examples of data that belong to these classes are shown in

Figl7.3]

(a) (b) ()

Fig. 7.3: Example of original data belonging to respective classes sorted according
to the growth of the direction. a) image belonging to class 1 - no direction, b) image
belonging to class 2 - vertical direction and c) image belonging to class 3 - diagonal

or square direction.

The classification criterion for each image was their direction calculated by the
proposed method. The Fig[7.4] shows the classification of individual images into
classes, where the values of the directions of the images form clusters with similar
values. A good example are images with neurons growing downwards. Since they
have a growth direction around -90°, it can be seen in the figure that the data are
from -60° and thus cluster at the bottom half of the Fig7.4l This classification
has an accuracy of 91% and that is the reason why two classes can be seen in the
Fig[7.4) around -35 °. These data were misclassified due to incorrect calculation of

the direction of neurite growth in the figure.
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Classification of data using proposed method.
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Fig. 7.4: Classification of data into individual classes according to the proposed
method, where class 1 (yellow) describes data without a predominant growth direc-
tion, class 2 (blue) describes data with a downward growth direction and class 3

(green) describes data with growth diagonally or square.
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Fig. 7.5: Classification accuracy of proposed method.

The following figures (Fig, Fig show the correctly determined direction
of neuron growth by the proposed method. The separate gradient directions were

calculated from the segmented image (Fig{7.6b, Fig{7.7b). The individual values
of the direction are shown on the histogram (Fig Fig7 where the interval
with the largest number is highlighted. An average value was calculated from this
interval and it describes the dominant directionality. The last images (Fig,
Fig show the overall direction of the gradient for the whole image, but this

type of image was not worked on, it only serves as an illustration when imagining
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the direction of the gradients.

(a) Input image. (b) Segmented image.

ns is: -81.0863°

Computed angle of the neuror

(c) Histogram describing the distribution of ]
directions in the image. (d) Image showing gradient direction with

calculated angle.

Fig. 7.6: Output after direction analysis with correctly determined direction - down-

ward.

An example of data for which direction analysis failed are images (Fig,
Fig. The procedure was the same for the whole dataset, so the gradient direc-
tions were calculated from the segmented image divided into sub-images. The reason
for the error in calculating the direction in the Fig[7.8a]is most likely a large cluster
of dendrites in the soma region. These clusters could have increased the number in
the wrong directional variable, and since this method selects the dominant direction
from the most numerous variable, thus the wrong primary direction was assigned to
this image. As we can see from the histogram in the Fig[7.8d, the picture contains
parts that would in reality correspond to the direction of growth, but were sup-
pressed by a larger group. The reason for the wrong determination of the direction
in the Figl[r.9| is the opposite as in the previous one. GT data show no direction,

but the method found some. The direction it captured probably comes again from
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(a) Input image. (b) Segmented image.

Computed angle of the neurons is: 0°

a [ bl o i
50 0 B

(c) Histogram describing the distribution of

directions in the image.

(d) Image showing gradient direction with

calculated angle.

Fig. 7.7: Output after direction analysis with correctly determined direction - none.

the soma (Fig. However, since this image is marked without directionality in
the GT data, the proposed analysis is incorrect.

This method is mainly dependent on the data it works with. Another example
of data this method cannot be applied to is shown in the Fig[7.10] The reason for
the wrong direction is in this case a large representation of different directions as
seen in histogram in the Fig[7.10d In this type of data, both the method and the
individuals determining the ground truth data failed to choose prevailing direction.
The standard deviation of this image between GT data takes up to 38.81. The
average value of all standard deviations between all 100 images is only 8. Compared
to the other data, this type is unsuitable for the proposed method simply because

it is not clear in which direction the neurite is growing.
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(a) Input image. (b) Segmented image.

Computed angle of the neurons is: -35.1119°

(c) Histogram describing the distribution of /
directions in the image. (d) Image showing gradient direction with

calculated angle.

Fig. 7.8: Output after direction analysis with incorrectly determined direction.
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(a) Input image. (b) Segmented image.

Computed angle of the neurons is: -15.3912°

i,

(c) Histogram describing the distribution of

directions in the image.

(d) Image showing gradient direction with

calculated angle.

Fig. 7.9: Output after direction analysis with incorrectly determined direction.
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(a) Input image.

!

(c) Histogram describing the distribution of

directions in the image.
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(d) Image showing gradient direction with

calculated angle.

Fig. 7.10: Output after direction analysis with incorrectly determined direction.
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Conclusion

This master’s thesis was focused on the analysis of neurite directionality using a
suitable method that needed to be designed.

The first chapter describes the structure of the neuron, by which the nervous
system is formed. There are described individual parts and their function.

The second chapter depicts fluorescence microscopy and its use in the observation
of neurons. The principle of this technique and also the individual types, namely
wide-field and confocal microscopy are explained. Labeling is necessary for proper
observation of neurons, as the neuron is not autofluorescent. Basic labeling methods
are also specified in this chapter.

The third chapter details the basic methods of neuronal segmentation, namely
segmentation of soma and dendrites. In the case of soma segmentation, for example,
Laplacian of Gauss is used, in the case of dendrites, for example, a growing region.

The fourth chapter describes neurite tracing, which may be an alternative version
of segmentation.

The content of the fifth chapter is a description of the experimental data that
were used in the master’s thesis. There is a description of how neurons were grown
and on what structures.

The sixth chapter, specifies the practical part of the master’s thesis. Three dif-
ferent segmentation methods and one directionality analysis method were proposed.

The last, seventh chapter, describes the obtained results and their subsequent
discussion. The method alone in determining growth directions compared to ground
truth data had a success rate of 83%. Since there were more GT datasets, the stan-
dard deviation was estimated, which was used as a guide to determine the success
limit of the calculated method directions. The applicability of this method is also
in the classification. The data were divided into three groups, with a classification
accuracy of 91%. At the end of the thesis, examples of data are inserted, when
the proposed method was able to determine the correct direction and contrariwise,
while it is described for each image, where the error in analysis could have occurred.

A possible improvement of this method and thus also the subject in the case of
follow-up work would be to limit the influence of soma on directional analysis. In
this case, it would be convenient to eliminate from segmentation an area of a large
cluster of somas or dendrites which do not carry information about the direction of
growth. Another possibility is the segmentation of a part of the neuron containing
only the primary neurite, which would determine the direction of growth of the

whole neuron.

39



Bibliography

[1]

CECH, Svatopluk and Drahomir HORKY. Histologie a mikroskopickd anatomie
pro bakalare. 2nd edition, Brno: Masarykova univerzita, 2011. ISBN 978-80-210-
5544-5.

DOSTAL, Jif{, Hana PAULOVA, Jif{ SLANINA and Eva TABORSKA. Bio-
chemie pro posluchace bakaldrskijch oboriu. Brno: Masarykova univerzita, 2012.
ISBN 978-80-210-5020-4.

HRAZDIRA, Ivo and Vojtéch MORNSTEIN. Lékarskd biofyzika a pristrojovd
technika. Brno: Neptun, 2001. ISBN 80-902896-1-4.

SPRING, Kenneth R. and Michael W. DAVIDSON. Introduction to Fluores-
cence Microscopy. MicroscopyU: The source for microscopy education [on-
line]. Melville, New York: Nikon Instruments, 2020 [cit. 2020-11-17]. Avail-
able at: https://www.microscopyu.com/techniques/fluorescence/introduction-

to-fluorescence-microscopy

DUNST, Sebastian and Pavel TOMANCAK. Imaging Flies by Fluorescence
Microscopy: Principles, Technologies, and Applications. GENETICS. 2019,
211(1), 15-34.

PISTON, David W., George H. PATTERSON, Jennifer LIPPINCOTT-
SCHWARTZ, Nathan S. CLAXTON and Michael W. DAVIDSON. Imag-
ing Fluorescent Proteins: Imaging Parameters for Fluorescent Proteins.
MicroscopyU: The source for microscopy education [online]. Melville,
New York: Nikon Instruments, 2020 [cit. 2020-11-17]. Available at:
https://www.microscopyu.com/techniques/fluorescence /fluorescent-protein-

imaging-parameters

FENG, Guoping, Rebecca H. MELLOR, Michael BERNSTEIN, et al. Imag-
ing Neuronal Subsets in Transgenic Mice Ezxpressing Multiple Spectral Variants
of GFP. Neuron [online]. 2000, 28(1), 41-51 [cit. 2020-11-18]. ISSN 08966273.
Available at: doi:10.1016/S0896-6273(00)00084-2

SAKAGUCHI, Richi, Marcus N LEIWE and Takeshi IMAI. Bright mul-
ticolor labeling of meuronal circuits with fluorescent proteins and chemical
tags. ELife [online]. 2018, 7 [cit. 2020-11-18]. ISSN 2050-084X. Available at:
doi:10.7554 /eLife.40350

SANDERSON, M. J., I. SMITH, I. PARKER and M. D. BOOTMAN. Flu-
orescence Microscopy. Cold Spring Harbor Protocols [online]. 2014, 2014(10),

40



[10]

[11]

[12]

[14]

[15]

[16]

pdb.top071795-pdb.top071795 [cit. 2020-12-03]. ISSN 1559-6095. Available at:
d0i:10.1101/pdb.top071795

JAN, Jitl. Medical image processing, reconstruction and restoration: concepts
and methods. Boca Raton: Taylor & Francis, 2006. ISBN 978-0-8247-5849-3.

PANI, Giuseppe, Winnok H. DE VOS, Nada SAMARI, Louis DE SAINT-
GEORGES, Sarah BAATOUT, Patrick VAN OOSTVELDT and Mohammed
Abderrafi BENOTMANE. MorphoNeuroNet: An automated method for dense
neurite network analysis. Cytometry Part A [online]. 2014, 85(2), 188-199 [cit.
2020-12-02]. ISSN 15524922. Available at: doi:10.1002/cyto.a.22408

BAGLIETTO, Silvia, Ibolya E. KEPIRO, Gerrit HILGEN, Evelyne SER-
NAGOR, Vittorio MURINO and Diego SONA. Automatic Segmentation of
Neurons from Fluorescent Microscopy Imaging. Cham: Springer International
Publishing, 2018, 2018-07-03, s. 121-133 [cit. 2020-11-30]. Communications
in Computer and Information Science. ISBN 978-3-319-94805-8. Available at:
doi:10.1007/978-3-319-94806-5_ 7

HEMALATHA, R.J., T.R. THAMIZHVANI, A. Josephin Arockia DHIVYA,
Josline Elsa JOSEPH, Bincy BABU and R. CHANDRASEKARAN. Active
Contour Based Segmentation Techniques for Medical Image Analysis. KO-
PROWSKI, Robert, ed. Medical and Biological Image Analysis [online]. In-
Tech, 2018, 2018-07-04 [cit. 2020-12-01]. ISBN 978-1-78923-330-8. Available at:
doi:10.5772/intechopen.74576

YU, Weimiao, Hwee Kuan LEE, Srivats HARIHARAN, Wenyu BU and
Sohail AHMED. Quantitative neurite outgrowth measurement based on im-
age segmentation with topological dependence. Cytometry Part A [online].
2009, 75A(4), 289-297 [cit. 2020-12-01]. ISSN 15524922. Available at:
d0i:10.1002/cyto.a.20664

MEIJERING, E., M. JACOB, J.-C. F. SARRIA, P. STEINER, H. HIRLING
and M. UNSER. NEURITE TRACING IN FLUORESCENCE MICROSCOPY
IMAGES USING RIDGE FILTERING AND GRAPH SEARCHING: PRIN-
CIPLES AND VALIDATION. Arlington, VA; United States: 2004 2nd IEEE
International Symposium on Biomedical Imaging: Macro to Nano, 2004. ISBN
0780383885.

SLAVIK, Jan, Vratislav CMIEL, Jaromir HUBALEK, Yi YANG and Tian-Ling
REN. Hippocampal neurons alignment on quartz grooves and parylene cues on

quartz substrate.

41



[17]

[18]

[19]

SANKUR, Biilent and Mehmet SEZGIN. Survey over image thresholding tech-
niques and quantitative performance evaluation. Journal of Electronic Imag-
ing [online]. 2004, 13(1) [cit. 2020-12-31]. ISSN 1017-9909. Available at:
doi:10.1117/1.1631315

ILLOWSKY, Barbara and Susan DEAN. Introductory Statistics: Volume 1 of
2. Rice University, Houston, Texas: OpenStax College, 2013. ISBN 978-1-304-
89164-8.

GOWERS, Timothy, June BARROW-GREEN and Imre LEADER, ed. The
Princeton companion to mathematics. Princeton: Princeton University Press,
¢2008. ISBN 978-0-691-11880-2.

42



List of symbols, quantities and abbreviations

EGFP Enhanced green fluorescent protein
GFP Green fluorescent protein

GT Ground truth

IF Immunofluorescence
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A Tables containing ground truth data, stan-
dard deviation and calculated values.

Tab. A.1: Table of average value of ground truth data, standard deviation and

calculated value for images 1 -36.

Number of image

X 1 2 3 4 5 6 7 8 9
GT | -11,77 | -14,02 | -14,06 | -10,62 | -15,08 | -10,12 | -11,79 | -5,85 | -11,79
SD | 5,66 8,28 | 9,10 5,96 7,63 6,96 2,93 3,66 | 6,62
Dir. | -16,86 | -20,89 | -16,77 | -12,66 | -16,91 | -15,05 | -14,96 | -6,84 | -14,95
Number of image

X 10 11 12 13 14 15 16 17 18
GT | -11,32 | -8,67 | -14,17 | -11,56 | -35,29 | -0,66 | -70,57 | -4,62 | -3,22
SD | 5,60 | 4,92 343 | 9,63 | 2569 | 0,65 | 11,36 | 1,81 3,06
Dir. | -15,20 | -13,27 | -16,82 | -17,04 | -23,38 | 0,00 |-35,03 | -6,89 | 0,00
Number of image

X 19 20 21 22 23 24 25 26 27
GT | -85,22 | -80,91 | -80,23 | -76,11 | -88,92 | -71,54 | -81,47 | -73,58 | -78,77
SD | 5,33 6,68 | 6,25 7,31 2,92 5,30 5,21 6,02 8,78
Dir. | -81,09 | -78,78 | -76,72 | -77,09 | -92,96 | -74,75 | -79,10 | -72,92 | -74,98
Number of image

X 28 29 30 31 32 33 34 35 36
GT | -80,26 | -73,24 | -82,13 | -79,06 | -85,07 | -86,94 | -75,88 | -81,76 | -93,75
SD | 8,387 | 821 786 | 6,28 | 9,37 | 2,52 1,26 6,60 | 3,00
Dir. | -73,25 | -69,09 | -75,08 | -72,88 | -78,91 | -89,07 | -77,17 | -83,41 | -95,03
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Tab. A.2: Table of average value of ground truth data, standard deviation and

calculated value for images 37 -72.

Number of image

X 37 38 39 40 41 42 43 44 45
GT | -83,13 | -75,46 | -93,20 | -91,70 | -70,88 | -82,56 | -82,80 | -79,45 | -87,18
SD | 8,56 6,31 1,83 4,44 2,64 5,31 9,60 8,11 | 12,09
Dir. | -75,04 | -69,07 | -94,79 | -95,00 | -72,72 | -79,22 | -79,08 | -71,07 | -67,17
Number of image

X 46 47 48 49 50 51 52 53 54
GT | -70,66 | -72,14 | -42,45 | -81,95 | -73,82 | -75,18 | -75,25 | -78,03 | -80,43
SD | 4,67 | 5,63 8,78 5,24 | 4,44 6,72 8,73 | 10,24 | 8,23
Dir. | -68,91 | -65,26 | -32,90 | -35,11 | -73,27 | -74,85 | -65,06 | -34,69 | -69,11
Number of image

X 55 56 57 58 59 60 61 62 63
GT | -89,91 | -83,56 | -77,54 | -80,05 | -85,49 | -81,71 | -75,64 | -77,95 | -72,09
SD | 6,75 | 11,90 | 16,18 | 8,59 4,10 | 11,94 | 10,30 | 11,07 | 10,99
Dir. | -63,19 | -35,72 | -35,21 | -64,76 | -71,00 | -67,09 | -66,93 | -72,68 | -34,91
Number of image

X 64 65 66 67 68 69 70 71 72
GT | -65,74 | -77,43 | -84,26 | -78,39 | -75,20 | -83,86 | -0,75 | -14,85 | -30,91
SD | 8,43 9,60 5,28 4,62 6,75 8,74 1,21 6,84 | 17,56
Dir. | -35,03 | -75,06 | -77,09 | -82,97 | -79,29 | -34,87 | 0,00 | -9,18 | -23,04
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Tab. A.3: Table of average value of ground truth data, standard deviation and

calculated value for images 73 -100.

Number of image

X 73 74 75 76 7 78 79 80 81
GT | -28,15 | 2,77 | -35,74 | -39,25 | -16,04 | -11,25 | -12,70 | -13,86 | -7,00
SD | 19,54 | 5,36 | 13,69 | 23,29 | 6,99 5,32 8,69 7,30 5,74
Dir. | -10,95 | 0,00 |-25,06 | -17,02 | -12,98 | -13,06 | -15,20 | -15,00 | -6,89
Number of image

X 82 83 84 85 86 87 88 89 90
GT |-3743 | -3,96 | -12,93 | -7,30 | -3,91 | -3,00 | -0,82 | -1,33 | -1,85
SD | 38,81 | 4,10 6,50 6,51 2,87 2,51 0,71 1,52 1,61
Dir. | -7,26 | 0,00 |-18,87 | -5,77 | 0,00 0,00 0,00 0,00 0,00
Number of image

X 91 92 93 94 95 96 97 98 99
GT | -3,14 | -959 | -3,36 | -241 | 0,04 |-21,39 | -17,76 | -28,61 | -19,70
SD | 2,35 7,81 2,74 2,54 1,30 | 16,01 | 10,65 | 19,69 | 10,85
Dir. | -18,87 | -15,39 | 0,00 0,00 0,00 |-17,00 | -11,01 | 0,00 | -14,79

Number of image

X 100
GT | -8,81
SD | 6,28
Dir. | -8,92
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