DIAGNOSTIC PARAMETERS DETERMINATION OF AIRCRAFT HYDRAULIC SYSTEM
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Abstract: The article presents methodology for application of information theory for selection of hydraulic system diagnostic parameters. Changes in technical state of the system are accompanied by a set of symptoms. Method of determining information value of each symptom by information theory is presented. A set of technical conditions and set of symptoms for a simple hydraulic system are determined. Matrix of technical state describing relations between technical conditions and symptoms is constructed. The four symptoms are determined by matrix analysis with use of information theory. These symptoms are chosen as diagnostic parameters and provide the most information about technical state of the hydraulic system.

1 INTRODUCTION

The complexity of the aircraft hydraulic system with high standards of reliability and maintenance requires effective methods of examining their function and condition. During diagnosis is usually being looked for the answers to two basic questions [1]:

1. Is the controlled object without defect (operational) or it’s faulty and can’t work well?
2. What is causing faulty state of the system?

To answer these questions, two tasks need to be resolved:

1. to identify the minimum number of diagnostic, parameters, which will characterize the technical state of the system.
2. to determine the most advantageous sequence of parameter checks, in order to find defect, which caused the system failure.

Aim of this article is to answer the first of these two tasks. Because different changes in system parameters can indicate different failures, proper set of them characterizing unequivocally each of possible failures must be found. One of the ways of doing this is to quantify contribution of each symptom to the knowledge about the system, which can be done by use of information theory and then use ones, which give the most information.
There are described analytical procedures of determining information value of measured parameters, which can then be used to find ones suitable for diagnostic parameters. The practical part is concerned with the use of this methodology for selecting minimum set of diagnostic parameters of small aeroplane hydraulic system.

2 TECHNICAL STATE OF THE SYSTEM

In the aeronautical diagnostics are distinguished only two states: operational and fault. Operational states means, that aircraft can fly, whereas fault state means that it cannot [2].

The number of states of the system, which consists of “k” elements:

\[ S = 2^k \]

The number of failure modes is:

\[ S = 2^k - 1 \]

For example, when the system is composed of two elements, then:

- Both elements fully serviceable
- The first element is serviceable, the second is fault
- The first element is fault, the other is a serviceable
- Both elements are fault

With an increasing number of system elements, the number of states greatly increases. From a statistical analysis of failures of aircraft onboard systems generally indicate that the probability of two or more primary failures of individual elements of which the system is composed, is relatively very small. Therefore, in dealing with the inspection method can be assumed that the number of fault conditions the system is equal to the number of system elements. It is also possible to omit those states whose probability of formation during operation is very small.

2.1 Symptoms of technical condition

In medicine, doctor can use symptoms like increased temperature to diagnose angina. Similar methods can be applied on aircraft systems to identify the cause of a system failure.

Technical conditions and their symptoms may be related in the following ways [3]:

- one symptom characterizes clearly only one technical condition of the system
- one symptom is characteristic for several technical conditions of the system
- technical condition of the system can be uniquely characterized by only a few symptoms

The relationship between the technical state \( S_i \) of the system and the individual symptoms \( X_j \) can be determined by theoretical and analytical analysis or by experiments. For example, an active experiment (experimental simulation of fault conditions of the system).

Dependence of system status and corresponding symptoms can be displayed in tabular form by a matrix called state of the system. Each of the matrix columns corresponds to one of technical condition, each row represents one symptom. A simple form of record is that when a certain condition produces symptoms one is written to the corresponding location in a matrix, if not, zero is written. In this form, strength of each relation is not considered, thus all links are from a diagnostic point of view, of equal importance [4].
Assembling a matrix of system states based on analytical, experimental and of experience work is one of the main factors in finding the minimum set of diagnostic parameters and for determining an effective process of monitoring and evaluation of the technical condition of the hydraulic system of the aircraft.

After assembly of the matrix of system conditions for the hydraulic system, indeterminate interconnections between the states of the system and their symptoms can be expected from which must be select the ones that will become a set of diagnostic parameters. Purposeful seems therefore to determine the value of the information about the state of the system that carries each of the symptoms. When the value of information carried by each measurable symptom is known, appropriate set of diagnostic parameters can be selected.

2.2 Quantitative valuation of information carried by symptoms

To determine the quantitative value of information carried by each symptom, it is possible to use methods provided by information theory.

Theory of information characterizes the two-level system uncertainty, the entropy $H(S)$ of its condition which is defined as [5, 6]

$$H(S) = -\sum_{i=1}^{N} p_i \log p_i$$

(1)

Where: $N$ is the number of possible (expected) states of system

$p_i$ is the probability that the system will be in the i-th state

The numerical value of the entropy of such system can be determined according to the choice of basis in respect of the definition (1).

For systems that are characterized only by serviceable and fault mode is the base of the logarithm in the definition (1) set to 2. Then unit entropy for $N = 2$ and $p_1 = p_2 = 0.5$ is

$$H(S) = -\sum_{i=1}^{N} p_i \log_2 p_i = -(\frac{1}{2} \log_2 \frac{1}{2}) = 1$$

(2)

Assuming that all possible (expected) states of the system will have the same probability of establishment, then $p_i = \text{const} = \frac{1}{N}$. The total entropy of the considered systems has value

$$H(S) = -\sum_{i=1}^{N} p_i \log_2 p_i = -\sum_{i=1}^{N} \frac{1}{N} \log_2 \frac{1}{N} = N \log_2 \frac{1}{N} = \log_2 N$$

(3)

After measuring of one symptom, observed system will change its uncertainty. Controlled parameter carries a certain value of the information on the technical state of the system. The new value system uncertainty can be called conditional entropy and can be indicated $H(S/X_j)$. This value of uncertainty is likely to be lower than the original value $H(S)$, because after review of the parameter, there are some information on the technical state of the system already known.

The difference, between the initial value of entropy and its value after analyzing parameter $X_j$, is the state information system $I_i(X_j)$, which is given by symptom $X_j$. Therefore:

$$I_i(X_j) = H(S) - H(S/X_j)$$

(4)

The value of the conditional entropy $H(S/X_j)$ [5, 6] is determined as the sum of the entropy of two parameters, the first of which includes $m$ the states to which monitored flag responds $X_j$ and the
second one includes \( n \) states to which the parameter does not respond. It is clear that with regard to prepared state of the system matrix, then the value \( m \) is the number of ones and the number \( n \) of zeros in the row, thus

\[
H(S / X_j) = \frac{m}{N} \log_2 m + \frac{n}{N} \log_2 n
\]

Value of the information, carried by the condition parameter, is

\[
I_1(X_j) = H(S) - H(S / X_j) = \log_2 N - \left( \frac{m}{N} \log_2 m + \frac{n}{N} \log_2 n \right)
\]

Because we can write that \( \log_2 N = \frac{m}{N} \log_2 N + \frac{n}{N} \log_2 N \), the value of information carried by the parameter \( X_j \) is

\[
I_1(X_j) = -(\frac{m}{N} \log_2 m + \frac{n}{N} \log_2 n)
\]

Said expression (7) for the value of the information carried by each parameter \( X_j \) can be used to determine the loss of system entropy upon review of each of the parameters \( X_j \).

**2.3 The minimum set of diagnostic parameters**

Parameters chosen as diagnostic have to give complete information on the technical condition of the system, thus sum of information value given by each of the parameters must equal initial system entropy.

\[
\sum I_j(X_j) = H(S)
\]

Of all the parameters that can be assessed by the state matrix, it is preferable to choose those that give the greatest value information at each successive step.

After determining the information assets of the individual measured parameters \( X_i \) from the matrix of conditions and selecting an appropriate one to set of diagnostic parameters, it is necessary to rebuild the matrix condition so that in the next step of determining the information values of each parameter, the selected parameter had information value equal to zero.

In order to determine the value of information of all remaining parameters after the selected parameter is included in a set of diagnostic parameters and gave system status information, matrix is split to two parts, of which the first includes failures, to which the chosen parameter responds and the second to which the parameter does not respond. For thus rebuilt matrix, which is composed of two tables the value of the information is determined according to

\[
I_2(X_j) = -\sum_i \frac{m+n}{N} \left( \frac{m}{m+n} \log_2 \frac{m}{m+n} + \frac{n}{m+n} \log_2 \frac{n}{m+n} \right)
\]

After selection of a second suitable diagnostic parameter, the table adjustments continue under the same principle of separation of groups of parameters to subgroups for selected diagnostic parameter on the condition react and not react according to new selected parameter.

\[
I_1(X_j) = \sum_i \frac{m+n}{N} \left( \frac{m}{m+n} \log_2 \frac{m}{m+n} + \frac{n}{m+n} \log_2 \frac{n}{m+n} \right)
\]
Group division and calculation of the information assets of the individual measured parameters continues, until at least one of the parameters gives some information about the technical state of the system or the entropy is reduced to zero.

3 SELECTION OF DIAGNOSTIC PARAMETERS FOR THE HYDRAULIC SYSTEM OF FLAPS

3.1 Basic hydraulic system for control of flaps

Figure 1 depicts basic hydraulic system used for control of flaps. Goal of this example is to choose diagnostic parameters out of nine offered, which can precisely identify cause of the failure from the eight possible given below [1, 7].

![Hydraulic system used for control of flaps](image)

**Figure 1: Hydraulic system used for control of flaps [4]**

The set of technical conditions of hydraulic system \( S_i \) (failures)  
The set of parameter changes in technical states \( X_j \) (symptoms)  
1. Violation of pressure in the tank  
2. Enlarged pressure drop across the filter  
3. Wear of the pump  
4. Reduced motor output  
5. Leakage - violation of safety valve  
6. Leakage of check valve  
7. gas pressure drop in the ACU  
8. Leakage of hydraulic motor  
1. The pressure drop across the filter  
2. Tribo of liquid  
3. Pressure behind the pump (pulsation)  
4. Pressure in front of accumulator  
5. Temperature behind hydro generator  
6. Pump speed  
7. Electric motor input current  
8. Time of piston displacement of actuator  
9. Nitrogen pressure in the oil tank

Assuming equally probable states \( p_i = 1/N = 1/8 \) the entropy of the system depends on the number of considered failures, the possible states of the system.

\[
H(S) = - \sum_{i=1}^{N} p_i \log p_i = - \sum_{i=1}^{8} \frac{1}{8} \log_2 \frac{1}{8} = 3 
\]  

This value of entropy, the uncertainty of the system will be reduced by checking the individual parameters.

3.2 Matrix of the technical state of the system
Table T1 represents the basic matrix of the technical state of the considered hydraulic system. The expected links between the technical conditions and their symptoms are listed there. In the last matrix column, state information values $I_i(X_j)$ are calculated, these individual information are calculated according to the equation:

$$I_i(X_j) = -\left(\frac{m}{N} \log_2 \frac{m}{N} + \frac{n}{N} \log_2 \frac{n}{N}\right) = -\left(\frac{m}{8} \log_2 \frac{m}{8} + \frac{n}{8} \log_2 \frac{n}{8}\right)$$

where $m$ is the number of one units and $n$ is the number of nulls, in each row.

<table>
<thead>
<tr>
<th>$S/X_j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>$I_i(X_j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0,544</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0,954</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1,000</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0,544</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0,954</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0,811</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1,000</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0,954</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0,954</td>
</tr>
<tr>
<td>$r$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$S/X_j$</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>$I_i(X_j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0,425</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0,925</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0,0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0,425</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1,000</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0,849</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0,849</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0,925</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0,925</td>
</tr>
<tr>
<td>$r$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Matrix of technical state 1

Table 2: Matrix of technical state 2

It follows from the above calculation that the largest amount of information is carried by the parameters 3 - the pressure behind the hydro pump, 5 - the temperature behind the hydro pump and 7 - the magnitude of the current to the electric motor, or the input power to the system. From table 1, it is possible to select one of the three parameters and consider it a diagnostic parameter. When selecting diagnostic parameter out of multiple ones with same value of carried information, simplicity of its registration should be considered, thus, the parameter 3 - the pressure behind the hydro pump and its course during the operation of the system - is a preferred parameter.

By selecting the diagnostic parameter from table 1, system information is obtained, system entropy decreases by value $I_i(X_j) = 1$. To select another parameter, it is necessary to divide the state matrix and adjust it so that the further calculation of the information values of the individual parameters is such that the information carried by the selected parameter $X_j$ was zero. The matrix was split to two parts, one part contains states, to which parameter 3 responds, the other one to which it does not respond. This requirement corresponds to table 2, which is used to calculate updated information values according to the equation (10).

The highest value of the information carries the parameter 5 - the liquid temperature behind the hydro pump. This parameter can be included in a set of diagnostic parameters. The value of the information that the technical state of the system carries is $I_j(X_5) = 1$.

Entropy of the system decreased by measuring parameters 3 - pressure behind the hydro pump and 5 - temperature of the liquid at the output from the hydro pump.

To select another diagnostic parameter, it is necessary to divide the state matrix again, rearrange, and calculate the values of the information. Groups created in step one were split to subgroups according to reactions to parameter 2, of which first contains ones and other contains to form a table number 3.
Table 3 shows that the largest information value have the parameters $2$ – tribo of liquid and $8$ - the displacement time of the piston rod of the hydro actuator. After selecting parameter $2$ – tribo of liquid as another diagnostic parameter, the status matrix is further adjusted by methods used in first two steps to the table 4.

Table 4 gives only one option to select, which is $8$ - time of the displacement of the piston rod in the set of diagnostic parameters.

### 4 SUMMARY

The following procedure for selecting diagnostic parameters according to the values of the information given on the technical state of the considered hydraulic system for controlling airplane flaps has been chosen as follows, which form a set of diagnostic parameters:

- $X_3$  Hydro pump pressure (pulsation)
- $X_5$  Temperature behind the hydro pump
- $X_2$  Tribo of liquid
- $X_8$  Time of displacement of the piston rod of the hydraulic motor

Diagnostic parameters $X_3$, $X_5$, $X_2$, $X_8$ give full information about the set of technical state of the considered system. The total value of the information that these four parameters hold about the system is

$$
\sum_{i} I_i(X_j) = I_1(X_3) + I_2(X_5) + I_3(X_2) + I_4(X_8) = 1 + 1 + 0.75 + 0.25 = 3 = H(S)
$$

This value is equal to previously computed system entropy, which means that these parameters give complete information about system state.

### 5 CONCLUSION

In this article, information theory presented in the beginning was used to find value of information provided by different parameters of hydraulic system. According to these values, four parameters were chosen as diagnostic. By observing and analyzing these four diagnostic parameters, it is possible to determine the technical state of the considered system, to determine unequivocally in which state from the set of technical states the monitored system is. This method proved efficient in determining minimum set of diagnostic parameters.
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