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Abstract. This paper deals with the theoretical derivation
of the Noise Reduction criterion suitable for evaluation of
multichannel noise reduction system performance. This cri-
terion is suitable for noise suppression assessment and thus
serves as an important step in the development of noise re-
duction systems. Noise reduction is evaluated in dependence
on spatial coherence. The derivations are made for five basic
multichannel systems, Delay and sum beamformer, Beam-
former with adaptive postprocessing, Generalized sidelobe
canceller, Linearly constrained beamformer, and Modified
coherence filter.
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1. Introduction
Multichannel signal processing presents methods of

spatial filtering. These methods are usually called beam-
forming. The algorithms use distribution of the signal sour-
ces in space. Multichannel or multi-microphone noise re-
duction systems are often used as preprocessors for speech
processing and recognition. Multichannel methods are typ-
ically based on spatial filtering. These systems are usually
called beamformers.

Beamforming applications are used in many fields,
such as mobile communications, aids for hearing impaired
persons, radioastronomy, seismology, etc. The results de-
scribed in this paper are used for development of algorithms
for speech enhancement. This application is suitable for
hands-free communication in a car, or for teleconferencing.

This paper brings a theoretical derivation of the noise
reduction (NR) criterion for five chosen basic algorithms of
spatial filtering. The results will be used as a theoretical
background for development of speech enhancement algo-
rithms operating in a real environment.

Section 2 is an introduction to multichannel process-

ing. It summarizes the basic information and assumptions.
Section 3 presents three basic types of interferences in mul-
tichannel systems. Five chosen algorithms of spatial filter-
ing are presented in Section 4. The NR criterion is defined
in Section 5. A detailed analysis of chosen multichannel
systems is performed in this section as well. An analyti-
cal derivation of the formulas for the NR calculation is the
result of this section. The results of this section are then
presented in Section 6, and they are also compared to sim-
ulations. A significance of the NR criterion for the evalua-
tion and development of multichannel systems is discussed
in Section 7.

2. Assumptions of the Evaluation
of Multichannel Systems
Analyses have been made under the following assump-

tions. Omnidirectional and identical microphones are ar-
ranged into a uniform linear array (ULA) of M sensors with
spacing D (see Fig. 1). Signal is sampled at each sensor. The
source of the desired signal s(t) is fixed and far enough from
the array. So the wavefield appears as a plane wave at the
array. The array is steered in the direction of arrival of the
desired signal (the same samples of the desired signal appear
at each sensor at the same time). Noise and interference are
present at each sensor as well. Under these assumptions the
k-th sample of the m-th sensor can be expressed as

xm[k] = s[k]+um[k] (1)

where s[k] denotes the k-th sample of the desired signal, and
um[k] denotes noise and interference at the m-th sensor.

3. Interference in Multichannel
Systems
Three types of interference are usually considered in

a multichannel system. The types of interference are clas-
sified using their spatial properties, especially the coherence
function. This function expresses the reciprocal dependency
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(correlation) of particular signals in individual frequency
bands. Coherence function Γi j(ejωT ) of two signals is de-
fined by relation [15]

Γi j(ejωT ) =
φi j(ejωT )√

φii(ejωT )φ j j(ejωT )
(2)

where φii(ejωT ) denotes the power spectral density (PSD)
of signal in the j-th channel, and φi j(ejωT ) the cross-power
spectral density (CPSD) of signals in the i-th and the j-th
channel. The magnitude squared coherence (MSC) defined
as

MSC(ejωT ) =
∣∣∣Γi j(ejωT )

∣∣∣2 (3)

is also often used.

The type of interference is distinguished according to
the shape of the MSC(ejωT ). Three types of interferences are
recognized: spatial coherent, spatial incoherent, and diffuse
interference.

3.1 Spatial Coherent Interference
First, let us consider two spatial coherent signals. They

are obtained in two different points of space (see Fig. 1) and
are correlated in the whole frequency band. To verify this
statement, let us consider the plane wavefront reaching sen-
sors 1 and 2 under angle ϕc (Fig. 1). The spectrum of signal
at sensor 2 is X2(ejωT ). The wavefront reaching sensor 1 is
attenuated by a constant A and delayed by

τ =
D
c

cosϕc (4)

where c denotes the propagation speed of an acoustic signal.
The spectrum of signal at sensor 1 is given by

X1(ejωT ) = A X2(ejωT )e−jωτ. (5)

Substituting (5) into (2) results into an expression for
the coherence function:

Γ12(ejωT ) =
A φ22(ejωT )e−jωτ√

A2φ22(ejωT )φ22(ejωT )
=

= e−jω D
c cosϕc .

(6)

Thus the expression for MSC(ejωT ) reveals full coherency

MSC(ejωT ) =
∣∣∣Γ12(ejωT )

∣∣∣2 = 1. (7)

Spatial coherent noise is typically created by car engine
and fan.

3.2 Spatial Incoherent Interference
In case of spatial incoherent interference, the coherence

computed from samples obtained at two different points in
space is equal to zero in the whole frequency band because
E[X∗1 (ejωT )X2(ejωT )] = 0. X1 and X2 denote the spectra of
two interferences and the asterisk denotes complex conju-
gate.

Spatial incoherent noise is generated by microphones
and by electrical equipment.

3.3 Spatial Diffuse Interference
A spatial diffuse signal is a specific type of signal

which originates in a limited number of sources in a rever-
berant environment. The delayed signal reaches the array
together with the direct wave. The presence of the delayed
signal is caused by reflections. The characteristics of the de-
layed signal (magnitude and phase) depend on the acoustic
properties of the given environment, e.g. room. This type of
interference is very often present in a real environment.

In literature dealing with diffuse noise in multichannel
speech enhancing systems [3] a model of noise is assigned.
The model consists of independent sources of interference
placed on a sphere. A formula for coherence derived from
this model is given by

Γ12(ejωT ) =
sin(ωD

c )
ωD
c

(8)

where ω denotes angular frequency while D and c have been
defined above. A shape of diffuse noise is depicted in Fig. 2.
The shapes are depicted for microphone spacing D = 5 cm,
10 cm, and 20 cm. Analysis of the equation (8) and Fig. 2
shows that the closer together the microphones are placed,
the wider the main lobe of MSC is.

Diffuse noise is generated in enclosed rooms by rever-
beration.

Fig. 1. An array of two sensors.
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4. Chosen Algorithms of Array
Processing
Multichannel noise reduction systems are typically

composed of three main parts, the Delay and sum beam-
former (DAS), Wiener filter (WF), and Adaptive noise can-
celler (ANC). The DAS beamformer uses spatial informa-
tion to reduce additive noise contaminating speech in noisy
environment. The ANC and WF use some type of filtration
to further suppress incoherent and coherent noise, respec-
tively. These parts can be combined to give five following
systems.

The first one, the Delay and sum beamformer, is a ba-
sic unit for the following beamformers: Beamformer with
adaptive postprocessing (BAP), Generalized sidelobe can-
celer (GSC), Linearly constrained beamformer (LCB), and
Modified coherence filtering (MCF).

4.1 DAS
The structure of the DAS beamformer is depicted in

Fig. 3 (labels in all figures are supposed to be spectra of
signals). The input samples are multiplied by weights wi =
1
M , i = 1, ...,M and summed. The advantage of this beam-
former is its simplicity [16], [7] and independence of weights
on the signal characteristics. Its disadvantage is a low en-
hancement of the desired signal.

Fig. 3. DAS.

4.2 BAP
Beamformer with adaptive postprocessing [19] im-

proves the DAS beamformer by using a Wiener filter (WF)
behind the DAS structure, Fig. 4. The main contribution of
WF is improving the suppression level of uncorrelated inter-
ferences. The derivation for the weights of WF can be found
in [18]. Weights in the frequency domain are obtained as

W (ejωT ) =
φxs(ejωT )
φxx(ejωT )

(9)

where φxx(ejωT ) denotes the power spectral density (PSD)
of signal x[k] (input of WF), and φxs(ejωT ) is the cross-
power spectral density (CPSD) of signals x[k] and s[k]
(output of WF). It is assumed that the interferences are
uncorrelated (E[Ui(ejωT )U j(ejωT )] = 0 for all i 6= j) and
that the desired signal is uncorrelated with interferences
(E[S(ejωT )Ui(ejωT )] = 0 for all i). S(ejωT ) is a spectrum of
the desired signal and Ui(ejωT ) is a spectrum of the inter-
ference at the i-th sensor. Under these assumptions it holds

φxs(ejωT ) = φsx(ejωT ) = φss(ejωT ). (10)

Weights of WF can now be expressed as

W (ejωT ) =
φss(ejωT )
φxx(ejωT )

. (11)

In the case of the BAP structure, the PSDs in relation
(11) are estimated by averaging the signal in a particular
channel [13]

φ̂ss =
2

M(M−1)

M−1

∑
i=1

M

∑
k=i+1

Re
{

Xi(ejωT )∗Xk(ejωT )
}

(12)

φ̂xx(ejωT ) =

∣∣∣∣∣ 1
M

M

∑
i=1

Xi(ejωT )

∣∣∣∣∣
2

(13)

where Xi(ejωT ) is a spectrum of the input signal.

Fig. 4. BAP.

4.3 GSC
The structure of GSC [6] is depicted in Fig. 5. It is

equal to the adaptive beamformer [5]. The system con-
sists of the DAS beamformer and the adaptive noise canceler
(ANC). ANC serves to suppress the coherent interference.

The weights of the ANC filters are computed according
to Wiener theory [6]. A formula for optimal weights is given
by

Hi(ejωT ) =
φYiYb(e

jωT )
φYiYi(ejωT )

, i = 1, . . . ,M−1. (14)

φYiYb denotes the CPSD of signals Yi and Yw (see Fig. 5). φYiYi

is the PSD of Yi.

The proper function of the ANC is given by perfect sep-
aration of the desired signal from the input signal. Let us
denote any coherent signal incident on the array from any
direction except the DOA as coherent interference. Under
this assumption, an interference can be separated from the
input signal by an appropriate combination of input chan-
nels xi[k]. This separation is arranged by the blocking matrix
(BM). The most commonly used BM differentiates neigh-
boring channels. BM consists of M columns and (M− 1)
rows, and looks like this [6]:

BM =


1 −1 0 . . . 0 0
0 1 −1 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 1 −1

 . (15)
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Fig. 5. GSC.

4.4 LCB
LCB utilizes GSC and BAP beamformers [4]. The

structure of LCB is depicted in Fig. 6.

The direct branch composed of BAP suppresses inco-
herent interference. The lower branch consisting of ANC is
responsible for coherent interference suppression.

The greatest difference between GSC and LCB is the
way in which the weights of ANC filters are computed. In
LCB, they are computed from signals at the outputs of BM
and WF. The relation for calculating the ANC filters has to
be written as

Hi(ejωT ) =
φYiYw(ejωT )
φYiYi(ejωT )

, i = 1, . . . ,M−1. (16)

φYiYw denotes the CPSD of signals Yi and Yw the meaning of
which is obvious from Fig. 6.

Fig. 6. LCB.

4.5 Coherence Filtering
Coherence filtering is a representative of double chan-

nel methods. The idea of this method [2] is based on the fact
that the coherence function of the spatially coherent desired
signal is close to one, and the coherence of the incoherent
interference is close to zero.

The algorithm is usually implemented in the frequency
domain. The number of frequency bands is given by the
dimension of the Fourier transform. First, the coherence
function between two channels is computed according to the
equation (2). Further processing is given by the value of the
coherence function at individual spectral band k.

Two thresholds Smax and Smin are introduced for deter-
mination of coefficients of the coherence filter. The coeffi-
cients CCF(k) are computed as follows

CCF(k) =


1, if Γ2(k) > Smax,
(Γ2(k))α, if Smin ≤ Γ2(k)≤ Smax
|Smin|α, if Γ2(k) < Smin

(17)

where α represents an integer exponent.

The authors of the [8] propose a modification to coher-
ence filtering. The coherence filter is included in the BAP
structure (see Fig. 7). The number of thresholds is reduced
from two to one. The coefficients of the Modified coherence
filter (MCF) C(k) are computed as follows

C(k) =
{

W (k), if |Γ(k)|> T
|Γ(k)|α, if |Γ(k)| ≤ T (18)

where W (k) denotes an estimated frequency response of the
Wiener filter (9), and T denotes the threshold.

There is another approach how to compute coherence.
It can be computed between an arbitrary input channel Xi
and the output of DAS Yb. This modification will be called
MCF2.

Fig. 7. Structure of Modified coherence filter.

5. Beamformer Evaluation
For the evaluation of beamformers in presence of inter-

ference, several criteria can be used, e.g. directivity pattern,
directivity index, noise reduction, etc. Directivity properties
have been discussed in [17]. This paper is focused on the
evaluation of the described beamformers using NR.

5.1 Noise Reduction
The Noise reduction (NR) is defined as [9]

NR(ejωT ) = 10log
φuu(ejωT )

φyuyu(ejωT )

∣∣∣∣∣
φss=0

(19)

where φuu(ejωT ) denotes the PSD of interference at the in-
put of the system, and φyuyu(e

jωT ) the PSD of interference at
the output of the system. The NR can be easily analytically
expressed in dependence on coherence. The NR shows de-
pendence of the algorithm on the type of noise. Note that
this criterion does not show the influence of the beamformer
on the desired signal. It is assumed that no desired signal is
present at the input of the system during computing of the
NR.

5.2 NR Evaluation of Beamformers
All variables in further derivations are supposed to be
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in the frequency domain (the parenthesis (ejωT ) will be omit-
ted for better readability).

For the NR derivation the input signal is assumed to be
a homogenous acoustic wavefield. Under these assumptions
it holds

φuiui = φuu, (20)
φsisi = φss.

The desired signal and the interference are supposed to be
proportionally independent:

E[XuXs] = 0. (21)

This assumption implies a relation for the PSDs:

φXiX j = φsis j +φuiu j . (22)

In the following derivations the average coherence
function will be used

Γ̄ =
2

M2−M

M−1

∑
i=1

M

∑
j=i+1

Re{Γi j}. (23)

5.3 DAS
Utilizing the presumptions mentioned above, for the

PSD of the DAS output Yb it holds [10]:

φYbYb = E[YbY ∗b ] = E

[(
1
M

M

∑
i=1

Xi

)(
1
M

M

∑
i=1

X∗i

)]
=

=
1

M2

M

∑
i=1

M

∑
j=1

E[XiX∗j ] =
1

M2

M

∑
i=1

M

∑
j=1

φXiX j =

=
1

M2

M

∑
i=1

φXiXi +
2

M2

M−1

∑
i=1

M

∑
j=i+1

Re
{

φXiX j

}
=

=

∣∣∣∣∣φss = 0

∣∣∣∣∣=
=

1
M2

M

∑
i=1

(φuiui)+
2

M2

M−1

∑
i=1

M

∑
j=i+1

Re
{

φuiu j

}
=

=
1
M

φuu +
2

M2 φuu

M−1

∑
i=1

M

∑
j=i+1

Re
{

Γuiu j

}
=

=
[

1
M

+
(

1− 1
M

)
Γ̄uu

]
φuu.

(24)

Final NRDAS expression is then given by

NRDAS =
φuu

φYbYb

∣∣∣∣∣
φss=0

=
1

1
M +

(
1− 1

M

)
Γ̄uu

. (25)

5.4 BAP
The PSD of the output signal of BAP is expressed by

formula

φYwYw = W 2
φYbYb . (26)

The meaning of all variables is obvious from Fig. 4.

Substituting (13), (12), and (10) into (9), an expression
for weights of WF is obtained:

W =

2
M(M−1)

M−1
∑

i=1

M
∑

j=i+1
Re{X∗i X j}∣∣∣∣ 1

M

M
∑

i=1
Xi

∣∣∣∣2
. (27)

The transfer function of WF can be written as a function of
the coherence. The denominator of this function has already
been expressed by (24). The nominator is expressed as fol-
lows

φ̂ss =
2

M(M−1)

M−1

∑
i=1

M

∑
j=i+1

Re
{

φxix j

}
=

=

∣∣∣∣∣φsis j = 0

∣∣∣∣∣=
=

2
M(M−1)

M−1

∑
i=1

M

∑
j=i+1

Re
{

φuiu j

}
=

=
2

M(M−1)

M−1

∑
i=1

M

∑
j=i+1

Re
{

φuu Γuiu j

}
=

= φuuΓ̄uu.

(28)

The relation (27) can be rewritten as a function of the aver-
age coherence in the form

W =
Γ̄uu

1
M +

(
1− 1

M

)
Γ̄uu

. (29)

Utilizing this expression and (26), NRBAP can be expressed
as

NRBAP =
φuu

W 2φYbYb

∣∣∣∣∣
φss=0

=
1
M +

(
1− 1

M

)
Γ̄uu

Γ̄2
uu

. (30)

5.5 GSC
The complete derivation of NR formula for GSC will be

given now. The structure of GSC is depicted in Fig. 5. Un-
der condition of φss = 0 it holds Yh = Yb. The ANC branch
performs estimation of the interference. Using relations (2),
(20), and (21) CPSD of signals Yi, and Yb is expressed as



656 V. BOLOM, J. INGERLE, P. SOVKA, DERIVATION OF CRITERION SUITABLE FOR EVALUATION OF MULTICHANNEL NOISE. . .

φYiYb = (Xi−Xi+1)
1
M

M

∑
k=1

X∗k =

=
1
M

(
k<i

∑
k=1

XiX∗k + |Xi|2 +
M

∑
k=i+1

XiX∗k−

−
k≤i

∑
k=1

Xi+1X∗k −|Xi+1|2−
M

∑
k=i+2

Xi+1X∗k

)
=

=
1
M

(√
φXiXiφXkXk

k<i

∑
k=1

ΓXiXk+

+
√

φXiXiφXkXk

M

∑
k=i+1

ΓXiXk−

−
√

φXi+1Xi+1φXkXk

j≤i

∑
k=1

ΓXi+1Xk−

−
√

φXi+1Xi+1φXkXk

M

∑
j=i+2

ΓXi+1Xk

)
=

∣∣∣∣∣φsis j = 0

∣∣∣∣∣=
=

φuu

M

(
k<i

∑
k=1

Γ
u∗
XkXi

+
M

∑
k=i+1

Γ
u
XiXk
−

−
k≤i

∑
k=1

Γ
u∗
XkXi+1

−
M−1

∑
k=i+2

Γ
u
Xi+1Xk

)
=

φuu

M
(A)

(31)

where Γu
XiXk

denotes the coherence between the channels i
and k under the assumption that no desired signal is present
at the input of the system. Symbol A is used for better read-
ability of the further text. The PSD of Yi can be written sub-
ject to the same condition:

φYiYi = E[(Xi−Xi+1)(Xi−Xi+1)
∗] =

= E[|Xi|2]+E[|Xi+1|2]−2E[Re
{

XiX∗i+1
}
] =

= φXiXi +φXi+1Xi+1−

−2
√

φXiXiφXi+1Xi+1Re
{

ΓXiXi+1

}
=

∣∣∣∣∣φsis j = 0

∣∣∣∣∣=
= 2φuu

(
1−Re

{
Γ

u
XiXi+1

})
.

(32)

For better orientation in formulas, symbol♥ is set. The
meaning of this symbol is reciprocal of NRDAS (25).

♥=
1
M

+
(

1− 1
M

)
Γ̄uu. (33)

Under condition φss = 0, the output of GSC is Yz =
Yb−Yh. The samples of Yz should be equal to zero. Inter-
ference present in Yb is estimated by ANC filter. Subject to
the assumption that the weights of the ANC are optimal, Yh
is equal to Yb. The NR for the structure behind DAS in GSC
can be expressed as

NRpost =
φYbYb

φYzYz

∣∣∣∣∣
φss=0

=
φYbYb

φYbYb −φYhYh

∣∣∣∣∣
φss=0

=

=
φYbYb

φYbYb −
1

M−1

M−1
∑

i=1
|Hi|2 φYiYi

∣∣∣∣∣
φss=0

=

=

∣∣∣∣∣Hopt =
φYiYb

φYiYi

∣∣∣∣∣=
=

1

1− 1
(M−1)φYbYb

M−1
∑

i=1

∣∣∣ φYiYb
φYiYi

∣∣∣2 φYiYi

∣∣∣∣∣
φss=0

=

=
1

1− 1
M−1

M−1
∑

i=1

|A|2

2M2
(

1−Re
{

Γu
XiXi+1

})
♥

.

(34)

This formula agrees with the results given in [1], where the
idea to evaluate GSC using the NR was suggested.

NR of GSC can be now written as

NRGSC =
φuu

φYzYz

∣∣∣∣∣
φss=0

=
φYbYb

φYzYz

φuu

φYbYb

∣∣∣∣∣
φss=0

=

= NRpost
φuu

φbb

∣∣∣∣∣
φss=0

=

=
1

♥− 1
2M2(M−1)

M−1
∑

i=1

|A|2

1−Re
{

Γu
XiXi+1

} .

(35)

5.6 LCB
LCB is a combination of BAP and GSC. The PSD of

the output φYzYz is given by combination of the output PSDs
of these beamformers:

φYzYz = φYwYw −φYhYh =

= |W |2 φYbYb −
1

M−1

M−1

∑
i=1
|Hi|2 φYiYi =

=

∣∣∣∣∣Wopt =
φŝŝ

φYbYb

;Hopt =
φYiYw

φYiYi

=
Y ∗i Yw

φYiYi

=

=
Y ∗i WoptYb

φYiYi

= Wopt
φYiYb

φYiYi

∣∣∣∣∣=
=
∣∣∣∣ φŝŝ

φYbYb

∣∣∣∣2
(

1− 1
M−1

M−1

∑
i=1

∣∣φYiYb

∣∣2
φYiYiφYbYb

)
.

(36)

For better readability, the calculation of the NRLCB is
divided into two steps. The NRpost of LCB upper branch
behind the DAS beamformer is given by
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NRpost =
φYbYb

φYzYz

∣∣∣∣∣
φss=0

=

=
1∣∣∣ φŝŝ

φYbYb

∣∣∣2(1− 1
M−1

M−1
∑

i=1

|φYiYb |
2

φYiYi φYbYb

) =

=
1

Γ̄2
uu
♥2

(
1− 1

2M2(M−1)

M−1
∑

i=1

|A|2(
1−Re

{
Γu

XiXi+1

})
♥

) .

(37)

The final formula for the NRLCB is obtained as

NRLCB = NRpost
φuu

φYbYb

∣∣∣∣∣
φss=0

=

=
1

Γ̄2
uu
♥

(
1− 1

2M2(M−1)

M−1
∑

i=1

|A|2(
1−Re

{
Γu

XiXi+1

})
♥

) .

(38)

5.7 Modified Coherence Filtering
The coefficients of the Coherence filter are given

by (18). Behavior of the filter for T > Γ(k) is the same as
BAP beamformer (30). Thus, only a case of T ≤ Γ(k) will
be investigated.

The NR of the Modified coherence filter (MCF) for
T≤ Γ(k) can be expressed as

NRMCF =
φuu

φYzYz

∣∣∣∣∣
φss=0

=
φuu

φYbYb

·
φYbYb

φYzYz

∣∣∣∣∣
φss=0

=

= NRDASNRpost .

(39)

In the first case the NRpost will be derived for Γi j com-
puted between two arbitrary channels i and j. The equation
(24) for ΦY bY b and relation (18) for MCF will be utilized.

NRMCF = NRpost Γ<T
φuu

φYzYz

∣∣∣∣∣
φss=0

=
φuu

C2φYbYb

∣∣∣∣∣
φss=0

=

=
φuu

C2φuu( 1
M +

(
1− 1

M

)
Γ̄uu)

=

=
1

|Γi j|2α
( 1

M +
(
1− 1

M

)
Γ̄uu
) .

(40)

In case that the coherence is computed between one
input channel i and the output of the DAS beamformer Yb
(MCF2), the situation is a little more difficult. It is necessary
to derive the relation for the coherence ΓXiYb .

φXiYb = E[XiY ∗b ] =
1
M

M

∑
j=1

E[XiX∗J ] =

=
1
M

M

∑
j=1

φXiX j =
φuu

M

M

∑
j=1

Γi j.

(41)

NRpost for this MCF2 can be now derived.

NRpost =
φYbYb

φYzYz

∣∣∣∣∣
φss=0

=
φYbYb

C2φYbYb
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φss=0

=
1
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=
1

|ΓXiYb |2α
=
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φXiXi φYbYb
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1
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|φXiYb |2
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=

=

 1
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)
Γ̄uu

| 1
M
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ΓXiX j |2


α

.

(42)

The whole expression for the NR of the whole MCF2 NRCF
can be derived according to (39)

NRMCF2 =

( 1
M +

(
1− 1

M

)
Γ̄uu
)α−1

| 1
M

M
∑
j=1

ΓXiX j |2α

. (43)

6. Results of Analyses and Simulations
Analyses of the formulas derived in Section 5.2 will be

presented in this section. Theoretical shapes of the NR for
five systems will be compared to the results of simulations as
well. Each system is analyzed for coherent and diffuse noise
separately. Finally, all the systems will be compared.

6.1 Analysis Conditions
Theoretical shapes of the NR (analyses) are obtained

by inserting the coherence Γuu(ejωT ) in an expression for the
NR. In the case of coherent noise, the coherence Γuu(ejωT ) is
given by generalization of (6). The direction of arrival of in-
terference is set to φc = 60◦. The coherence of diffuse noise
is obtained by generalization of (8).

The analyses are performed for a number of micro-
phones M = 2,4,8. Microphone spacing is set to 5 cm and
sound velocity to c = 340 m/s. The systems are analyzed in
the frequency range 0−8 kHz.

6.2 Simulation Conditions
The theoretical results derived in Section 5 are com-

pared to the results of simulations. The simulation are per-
formed for both coherent and diffuse noise. The conditions
of the simulations are chosen to match the conditions of the
analyses. The testing signals are generated for a uniformly
spaced linear array of four microphones with microphone
spacing D = 5 cm. Sampling frequency is set to 16 kHz so
that the result covers the frequency band 0 – 8 kHz.

Coherent noise is generated in the following way. The
first channel is represented by the Gaussian noise. This sig-
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nal is delayed in the second to fourth channel. The delay
in each channel corresponds to the arrival of the plane wave
impinging the array under the angle φc = 60◦. The delay in
each channel is expressed by relation τ = d

c cosφc , where d
denotes the distance of the microphone from the first micro-
phone. It is necessary to delay the signal by the non-integer
value. This operation is performed by a modification of the
phase spectrum [14]. A comparison of the MSC between the
first and the second channel for a model and for a simulation
is depicted in Fig. 8. In the case of the simulation, the MSC
is a little less than 1 in the whole frequency band.

A model of diffuse noise described in [11] and men-
tioned in Section 3 is used for generation of diffuse noise.
1124 sources of the Gaussian noise are uniformly placed on
a sphere with its center in the center of the array. The signal
at the i-th microphone is obtained as a sum of contributions
from each source. A comparison of the MSC between the
first and the second channel for a model and for a simulation
is depicted in Fig. 9.

The systems are evaluated in the following way. The
input signal described above is put at the input of the sys-
tem. Then, the signal is processed by the system. The PSD
of the input and output signal is then estimated via Welch’s
method. The length of the window is 16 ms with 50 % over-
lap. The total length of the testing signal is 1 s. The esti-
mated PSD is finally used for calculation of the NR accord-
ing to (19).

6.3 DAS
The shapes of the NR for DAS are depicted in Figs. 10

to 13. Fig. 10 depicts the NRDAS for coherent noise. The
shapes for 2, 4 and 8 microphones are compared in this
graph. The shapes show peaks at some frequencies. It is
caused by zero values of denominator of the formula 25 for
NRDAS. The position of these peaks can be easily found in
the case of an array of two microphones. By inserting the
average coherence 23 for coherent interference 6, the de-
nominator of the NRDAS

1
M +

(
1− 1

M

)
cos
(
ω

D
c cosφc

)
is ob-

tained. This relation is equal to zero in the case of M = 2
for f = c

2Dcosφc
+ k · c

Dcosφc
, where k is integer. Position of

this peak and their period is closer to zero with rising D and
decreasing φc (in range from 0◦ to 90◦). Finding a relation
for the position of the peaks is more complex for M > 2.

Analysis of (25) for incoherent noise (Γ̄uu = 0) shows
that the NR = M.

A theoretical shape of the NRDAS for diffuse noise in
Fig. 11 is obtained by inserting the average coherence of
the diffuse noise 8 in 25. The graphs show that the NRDAS
is greater for greater number of microphones. The NR is
increasing with increasing frequency in the case of diffuse
noise. Diffuse noise is omnidirectional and the directivity of
DAS increases with increasing frequency.

A comparison of the theoretical shapes and simulations
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Fig. 11. Theoretical NR for diffuse noise and DAS. M = 2,4,8.
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is depicted in Figs. 12 and 13 for coherent and diffuse noise,
respectively. The graphs show that the simulations follow
the theoretical behavior.

6.4 BAP
The results of analyses and simulations for BAP are de-

picted in Figs. 14 – 17. The shapes of analyses for coherent
noise (Fig. 14) and for diffuse noise (Fig. 15) were also ob-
tained by inserting the average coherence in (30) for NRBAP.
Figure 14 shows that BAP does not almost perform reduc-
tion of coherent noise. The peaks which are caused by the
zero values of the denominator of the NR are viewed in the
figure. The location of the peaks is similar to DAS.

BAP shows a better performance for diffuse noise. The
analyses are depicted in Fig. 15. The peaks correspond to
the zero values of the denominator of the NRBAP.

BAP reaches the best performance for incoherent noise.
Let us insert the coherence of incoherent noise Γuu(ejωT ) = 0
in NRBAP 30. The denominator is equal to zero, and
NRBAP reaches almost infinite values in the whole frequency
range.

Real performance of BAP differs from the analyses, see
Fig. 16 and Fig. 17. The peaks of the NR are smoothed in
simulations.
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Fig. 12. Comparison of theoretical NR and simulation for coher-
ent noise and DAS. M = 4.
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Fig. 13. Comparison of theoretical NR and simulation for dif-
fuse noise and DAS. M = 4.
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Fig. 14. Theoretical NR for coherent noise and BAP. M = 2,4,8.
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Fig. 15. Theoretical NR for diffuse noise and BAP. M = 2,4,8.
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Fig. 16. Comparison of theoretical NR and simulation for coher-
ent noise and BAP. M = 4.
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Fig. 17. Comparison of theoretical NR and simulation for dif-
fuse noise and BAP. M = 4.
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6.5 GSC
The results of analyses and simulation of GSC are de-

picted in Figs. 18 – 21. GSC performs almost complete sup-
pression of coherent interference without reference to num-
ber of channels (see Fig. 18). The ability of GSC to suppress
coherent noise is given by the ANC filter. ANC suppresses
coherent noise independently on frequency. The shapes of
the NR are almost identical for various number of chan-
nels.

The results of the simulations of GSC and coherent
noise (Fig. 20) demonstrate high sensitivity of the NRGSC
to fulfill the model assumptions. The modeled input signal
does not fulfill the condition (7) that means it is impossi-
ble to generate fully coherent noise. A mild deviation from
the assumptions (Fig. 8) results in the decrease of the NR
by almost 120 dB. Despite this decrease, the NR is about
40 dB.

The performance of GSC is the same as DAS in the
case of incoherent noise. Let us insert the average coher-
ence of incoherent noise Γ̄(ejωT ) = 0 in (35). The second
term of the denominator of this relation is equal to zero. The
properties of |U|2 are obvious after inserting of Γu

XiXk
= 0 in

(31). This insertion results in |U|2 = 0. The denominator
of (35) contains only the term ♥, which is the denominator
of NRDAS. The NRGSC is equal to M in case of incoherent
noise.

GSC cannot suppress diffuse noise. Theoretical shapes
of the NRGSC are close to the shapes of the NRDAS. Both of
these shapes can be compared in Section 6.9, Fig. 34. The
performance of GSC in simulation is almost identical to the
analysis in case of diffuse noise (Fig. 21).

6.6 LCB
The shapes of analyses and simulations of LCB are de-

picted in Figs. 22 – 25. The NRLCB is given by (38). LCB
combines the properties of BAP and GSC. The analysis of
LCB for coherent noise (Fig. 22) shows the high values of
the NR. This performance is similar to that of GSC. The
negative peaks of the NRLCB occur at the same positions as
the peaks of NRDAS.

The performance of LCB (Fig. 25) is close to the per-
formance of BAP (17) in the case of diffuse noise.

In the case of incoherent interference (Γ̄uu(ejωT ) = 0),
(38) for NRLCB is transformed to (30) for NRBAP. After
inserting of |U|2 = 0 in (38), formula NRLCB = ♥

Γ̄uu2
is ob-

tained. This final formula represents the NRBAP. LCB per-
forms the complete rejection of incoherent noise as well as
BAP does.

The result of the simulation of LCB (Fig. 24) demon-
strates a high sensitivity of the performance of LCB to keep
model assumptions. The result of the simulation shows that
LCB almost does not perform noise reduction.
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Fig. 18. Theoretical NR for coherent noise and GSC.
M = 2,4,6,8.
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Fig. 19. Theoretical NR for diffuse noise and GSC. M = 2,4,6,8.
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Fig. 20. Comparison of theoretical NR and simulation for coher-
ent noise and GSC. M = 4.
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Fig. 21. Comparison of theoretical NR and simulation for dif-
fuse noise and GSC. M = 4.
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Fig. 22. Theoretical NR for coherent noise and LCB. M = 2,4,8.
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Fig. 23. Theoretical NR for diffuse noise and LCB. M = 2,4,8.
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Fig. 24. Comparison of theoretical NR and simulation for coher-
ent noise and LCB. M = 4.
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Fig. 25. Comparison of theoretical NR and simulation for dif-
fuse noise and LCB. M = 4.

The result of the simulation of LCB for diffuse noise
(Fig. 25) is very close to the result of the analysis.

6.7 MCF
The Figs. 26 – 28 and Fig. 10 show the performance of

MCF. The shapes in the figures represent the situation when
|Γi j|2 ≤ T. Otherwise, the shapes would be the same as the
shapes for BAP. The theoretical shape of the NRMCF is ob-
tained by inserting the coherence in (39).

In the case of coherent interference (|Γi j|2(ejωT ) = 1),
the performance of MCF is the same as DAS. The shape of
NRMCF for coherent interference is depicted in Fig. 10.

The performance of MCF is the same as DAS also in
the case of incoherent noise. Inserting |Γi j|2(ejωT ) = 0 in
(39) results in NRMCF = M.

MCF reaches the highest NR in comparison with all
other systems in the case of diffuse noise.

The simulation of MCF (Fig. 27) for coherent noise
showed the same result as the simulation of DAS. The re-
sult of simulation for diffuse noise differs from the analysis
(Fig. 28). The result of the simulation of MCF is the best
among all other systems.
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Fig. 26. Theoretical NR for diffuse noise and MCF according to
Eq. (40). M = 2,4,8.
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Fig. 27. Comparison of theoretical NR and simulation for coher-
ent noise and MCF. M = 4.
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Fig. 28. Comparison of theoretical NR and simulation for dif-
fuse noise and MCF. M = 4.
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Fig. 29. Theoretical NR for coherent noise and MCF2 according
to Eq. (43). M = 2,4,8.
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Fig. 30. Theoretical NR for diffuse noise and MCF2 according
to Eq. (43). M = 2,4,8.
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Fig. 31. Comparison of theoretical NR and simulation for coher-
ent noise and MCF2. M = 4.
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Fig. 32. Comparison of theoretical NR and simulation for dif-
fuse noise and MCF2. M = 4.

6.8 MCF2
The shapes of the analyses and simulation of MCF2

are depicted in Figs. 29 – 32. The theoreticall shape of
the NRMCF2 was obtained by inserting of the coherence in
(43) (Fig. 29). This shape is very similar to the shape of the
NRDAS (Fig. 10). The positions of the peaks are also given
by the zero points of the denominator of the NRMCF2.

The analyses of MCF2 for diffuse noise are depicted in
Fig. 30. The performance is also similar to the performance
of DAS.

The idea about the performance of MCF2 in the case
of incoherent noise can be obtained by analysis of (43). In-
serting Γuu = 0 promises a complete reduction of incoherent
interference.

The results of the simulations (Figs. 27 and 32) are very
similar to the shapes of the analyses.

6.9 Comparison of All Systems
The results of the analyses and simulations showed the

ability of the systems to reduce the interference. A com-
parison of the analyses of all systems is depicted in Fig. 33
and Fig. 34 for coherent and diffuse noise, respectively. The
highest values of the NR were reached by GSC and LCB.
However, the simulations revealed high sensitivity of these
systems to violation the assumptions about the input sig-
nals.

The highest reduction of diffuse noise was reached by
MCF and MCF2. This fact was verified by the simulations
(Figs. 28, 32). The graph in Fig. 34 reveals a very similar
performance of DAS and GSC and also very similar perfor-
mance of BAP and LCB for diffuse noise.

7. Conclusion
The NR for five kinds of the noise reducing systems

were theoretically evaluated with the aim to compare their
efficiency in noise suppression. The NR was expressed in



RADIOENGINEERING, VOL. 18, NO. 4, DECEMBER 2009 663

dependence on coherence so that the influence of noise type
can be discussed. Due to the dependence of the NR on coher-
ence, the influence of type of noise could be then discussed.
The NR shows only the influence of the system on interfer-
ence. The NR does not respect the influence of the system
on the desired signal. In this case, this criterion should be
combined with other suitable criteria [12].

The theoretical derivation of the NR is crucial for the
analyses of beamformers and for the design of their modifi-
cation. The formulas derived in this paper will be utilized in
further work for development of advanced methods of noise
suppression.
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Fig. 33. Comparison of the theoretical NR for coherent noise.
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Fig. 34. Comparison of the theoretical NR for diffuse noise.
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