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Summary

This master’s thesis is aimed at computational modelling of closed-die forg-
ing, which is one of the high temperature bulk forming methods. The objective is
to change the ordinary approach of creating of analysis models in specialized pro-
grammes based on a finite element method (FEM) and to build-up an analysis model
in FEM software Abaqus. A displacement-based variant of FEM and an explicit al-
gorithm are used for the calculations. The solved mechanical part is a spur gear
from a car gearbox. A study from an area of bulk forming including specialized pro-
grammes for simulation of forming processes is created as a part of this thesis. Next,
all constitutive laws for description of an elasto-plastic model of material with duc-
tile damage are mentioned in the thesis. A heat transfer theory follows, there are
described all ways how a heat transfer can be realised with their mathematical for-
mulations including methods of solution. A key chapter is that one describing a the
process of creating an analysis model in software Abaqus from a geometry creation
up to boundary condition. An analysis of results follows and this thesis is ended by
the prospect of a possible follow-up on the subject/topic.

Abstrakt

Tato diplomová práce se zabývá výpočtovým modelováním zápustkového
kování, které patří do metod objemového tváření zatepla. Cílem je změnit běžnou
praxi tvorby výpočtových modelů ve specializovaných softwarech na bázi metody
konečných prvků (MKP) a sestavit výpočtový model v MKP softwaru Abaqus.
Pro výpočet jsou zde použity deformační varianta MKP a explicitní algoritmus.
Řešenou součástí je ozubené kolo automobilové převodovky. V rámci práce je
vytvořena rešerše z oblasti objemového tváření včetně specializovaných programů
pro simulace procesů tváření. Dále jsou v práci uvedeny všechny konstitutivní vz-
tahy pro popis elasto-plastického modelu materiálu s tvárným porušením. Následuje
teorie přenosu tepla, jsou popsány všechny způsoby jeho realizace s jejich matem-
atickými formulacemi včetně metod řešení. Klíčovou je kapitola popisující postup
tvorby výpočtového modelu v softwaru Abaqus od tvorby geometrie až po okrajové
podmínky. Následuje analýza dosažených výsledků a práce je zakončena výhledem
na možné pokračování v tomto tématu.
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1 Introduction

1.1 Motivation

Manufacturing technologies, where belong also forming technologies, have been
connected to the human society for centuries. These methods and its products
were used earlier mostly in army industry. After the end of the WW II the situation
changed and the main focus was aimed at civil engineering fields (transportation, en-
ergetics, mining technology, . . . ). But the first approaches were very simple, based
on an observation, empirical knowledges and experiments and were often uneco-
nomic. An optimization was needed to invent new better approaches. This process
has began with a computer technology arrival, because the efficient optimization
wouldn’t be otherwise possible. Mainly with a finite element method (further only
FEM), it was possible to solve bodies with a complicated geometry and non-linear
problems (large deformations, non-linear material characteristics, contacts, contin-
uum damage, . . . ), see Fig. 1.1. Concurrently, the description of possible limit states
which should appear during forming (continuum damage initiation, fatigue of tools,
. . . ) had to be improved. For ductile damage analysis, phenomenological models
based on a damage cumulation due plastic deformation (see Sec. 4.3) have been
built, but its calibration is a tricky and expensive process.
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Fig. 1.1: Biaxial tensile specimen1

1Dkhps is a damage parameter according to KHPS criterion, see Eq. (4.32a) on p. 57.
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Chap. 1: Introduction

- 65 - 

7. DOPŘEDNÉ PROTLAČOVÁNÍ ZA STUDENA 

Protlačování za studena je poměrně rozšířený výrobní proces v automatizované výrobě díky 

své ekonomické výhodnosti. Většinou je používáno k výrobě válcových tyčí nebo dutých trubek, 

ale je možno dosáhnout i produktů se složitějšími tvary. V průběhu tohoto procesu dochází 

k redukci příčného průřezu polotovaru za vzniku rozsáhlé plastické deformace. Faktory 

ovlivňující kvalitu výrobku jsou zejména: velikost redukce příčného průřezu (7.1), úhel kuželové 

části průtlačnice 
r , třecí poměry mezi protlačkem a průtlačnicí, materiálové charakteristiky 

(zpevnění, houževnatost) a pracovní teplota. Z důvodu velké plastické deformace prodělané 

při protlačování oceli spolu s vlivem výše uvedených parametrů, může dojít k porušení vyráběné 

součásti. 

Při dopředném protlačování je běžným způsobem porušení tvorba centrálních trhlin ve tvaru v 

[101, 102, 103]. Ačkoli se tato vada nevyskytuje s velkou četností, je záludná, protože není 

obvykle viditelná z vnějšího povrchu a vyžaduje pro svou detekci nedestruktivní zkoušky 

(ultrazvuk, rentgen). Centrální trhliny jsou vnitřní poruchy, které se objevují na podélném řezu 

protlačku jako dutiny, které mají tvar hrotu šípu směřujícího ve směru toku materiálu. Jsou 

způsobeny periodickým tahovým napětím, které souvisí s nehomogenní deformací v osové partii 

protlačku, při prudkém zrychlení materiálu v průtlačnici. 

Osový defekt se zpravidla objevuje při malých redukcích u víceoperačního tvářecího postupu, 

kde je tato operace zařazena jako konečná. Na obrázku 7.1 jsou zobrazeny centrální defekty 

polotovaru hřídele alternátoru z oceli 12 050, který je vyráběn postupnou redukcí průřezu 

ve třech operacích průmyslovým partnerem J-VST. 

       

Obr. 7.1: Schéma vícestupňového protlačování (vlevo), centrální trhliny v hřídely alternátoru 

(vpravo) 

 

7.1.  Experiment vícestupňového protlačování oceli 12 050 

Ve spolupráci s průmyslovým partnerem J-VST byl proveden experiment dopředného 

vícestupňového protlačování za studena. Jako polotovar byly použity tažené tyče kruhového 

průřezu o průměru 27 mm, ze stejné tavby jako polotovar kalibračních experimentů (kapitola 5). 

 Příčný průřez tyče byl postupně redukován v šesti operacích (Obr. 7.2). Po provedení první 

až páté redukce byla z protlačku odstraněna kuželová část a jeho povrch byl nafosfátován, aby 

se zlepšily třecí poměry mezi protlačkem a průtlačnicí. Velikost redukce příčného průřezu a  je 

definována vztahem 
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Fig. 1.2: Central bursting initiation
during forward extrusion [1]

Two fields of its usage have been
founded. The first one is a simulation of
processes, where an initiation of the contin-
uum damage is requested and it serves to
observe some process parameters, e.g. shear
force value in a bar shear partitioning (see
Fig. 1.3) The second one serves to predict de-
fect initiation during manufacturing process,

e.g. a crack initiation in sheet metal bending, profile rolling, extrusion, forging etc.
(see Fig. 1.2). Results of these analysis are used as a background for modifications
to reduce risk of defect initiation or for regularization of the process parameters.
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Fig. 1.3: Bar shear partitioning [1]

Very important part is also an analysis verification by experiments, which serve
to check if the analysis is correct.2 In the case of technologies this process is realized
by a production of prototypes which are checked. If their quality is on a requested
level, a series production is started. In the opposite case, another modifications are
needed

1.2 Objectives of Thesis

For simulations of the forming processes, specialized software containing the
mentioned FEM (see Sec. 3.4) were invented. An objective of this thesis is to build
a computational model in "universal" commercial FEM software which will be able
to describe processes during the hot forming in detail.

2A computational model is only an approximation of a real state, when only some relevant
influences on a specific recognition level are considered, other ones are considered as irrelevant.
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2 Problem and Its Analysis

2.1 Situation Discussion

Up to now all tasks/problems of a high temperature forming have been solved
by specialized programs based on the FEM. There is a will to use existing algo-
rithm in "universal" FEM programs used to solved a wide range of tasks/problems
in the solid mechanics and to apply them onto a complex high temperature form-
ing problem containing stress-strain states as well as states connected with a heat
transfer

2.2 Problem formulation and Thesis Goals

A problem is to build-up a computational model in a "universal" FEM program
to describe a deformation, a stress and a temperature distribution in a mechanical
part produced by a closed-die forging method, which belongs into a group of high
temperature forming.

It is a non-linear problem from an aspect of the solid mechanics because of
several reasons:

1. Material non-linearity: during forming plastic deformation occurs that can be
in a big range, mainly in case of the volume forming. So the material is not
only linear isotropic, but a plasticity model has to be implemented.

2. Geometric non-linearity: during a bulk forming large strain3 occurs, so us-
ing of "extended" geometric equation is necessary.4 There exist more types
of strain tensors, which are mentioned in Chap. A.1.

3. "Mate" non-linearity (contacts): a contact surface is time dependent, so con-
tacts are non-stationary. Contact problems are in an explicit algorithm (see
next) solved only with a penalty method based on a change of contact elements
normal stiffness according to an actual bodies penetration.5

3Large strain is automatically connected with large displacements.
4A mate between a field of displacements and a field of strain.
5The penetration is an intersecting distance of bodies (non-empty volume intersection). In the

reality the bodies are impenetrable.

15



Chap. 2: Problem and Its Analysis

A solving person is limited in possibilities of experimental verification of results
obtained from a FEM solution because of several reasons:

• There isn’t a method for measuring deformation (strain) and stress in parts
in a plastic state in an enclosed spaced and outside an observer’s field of view.6

• In the optical way there can be determined a temperature distribution on a
body’s free surface, not inside it.

Experimentally verifiable quantity is a force required to deform a forging and caused
by a forming machine. This force is compared with a machine load capacity to
pretend its overloading. Next, it is possible to determine a residual stress in the
experimental way, e.g. by a drilling method.

Goals of this thesis are:

• Create a research study in an area of a high temperature forming and possi-
bilities of its solution by a computational modelling.

• Perform a stress-strain analysis of a forging and a temperature distribution
in it by a computational modelling.

• Consider an influence of input material parameters (dimensions, temperature)
on a deformation and a stress.

2.3 Essential Variables System

This section is based on knowledge from [2].

Surrounding (Environment)

The processes take place in the air atmosphere with temperature T∞ and no ox-
idative and corrosive impacts. A heat exchange occurs indeed between surrounding
and the formed material defined by a convection coefficient and an emissivity.

6A forging is totally enclosed by a die (see further), so there can’t be used optical methods
for deformation measuring.

16



2.3: Essential Variables System

Geometry and Topology

An initial geometry of the formed material is a circular cross section rod of a
diameter ∅D and a length L. The geometry is extended with deformation caused
by thermal expansion during heating to a forging temperature. The deformation
after previous material parting, mainly in the case of bar shearing, is irrelevant, be-
cause it is localized in the shear place and there is no effect on the stress distribution
in the rest of the rod.

A geometry of tools is created from surface rigid bodies controlled by reference
points. There are used only surfaces that can get in contact with the formed material.
All dimensions are considered as deterministic.

Mates with Surrounding

Mates are contacts between the forging and the rigid bodies of the tools defined
by a friction coefficient ff . The next mates are symmetry conditions, if symmetry
can be used. Between the forging and the tools occurs also a heat transfer defined
by a convection coefficient, sometimes called as a capacitance.

The mates of the rigid bodies are defined in the reference points and in the case
of movement are controlled with kinematic conditions.

Activation of The Object

The deformation of the formed material is caused by the contact with tools
surfaces, it’s a dynamical process. The heat transfer is caused by the contact with the
tools surfaces and through outer surfaces into surrounding.

Influencing of The Object

The main influencing variables are tools movement velocity influencing form-
ing velocity, the formed material temperature and a roughness of the dies surfaces
depending value of the friction coefficient.

17



Chap. 2: Problem and Its Analysis

Object’s Properties

The formed material is made from a steel 12 0507 according to ČSN and
its chemical composition is listed in Tab. 2.1. This material is considered as
elasto-plastic. Elastic component is linear isotropic defined by Young’s modulus
E and Poisson’s ratio ν. Plastic component is described by Johnson-Cook flow
curve which is able to consider a "process rate" and a temperature. A ductile dam-
age is described by Johnson-Cook criterion. All constitutive laws are described in
Chap. 4. Furthermore physical and thermodynamic properties as a density ρd, a
specific heat8 c, a thermal conductivity λhc and a thermal expansion coefficient αte
are given. The properties are temperature dependent in a common case.

Tab. 2.1: Steel 12 050 chemical composition [3]

Values in weight %
C Mn Si Cr Ni Cu P S

0.42− 0.5 0.5− 0.8 0.17−0.37 max 0.25 max 0.3 max 0.04

Tools are made from tool steal 19 552 according to ČSN. In comparison with
a forging’s compliance, they are considered as the rigid bodies and the only needed
property is the heat capacity9 for the heat transfer.

States and Processes

An initial state is the unloaded one with no residual stress. By the forming the
deformed state is invoked. After the flash trimming a cooling process is started.

Expressions a consequences

A consequence of a loading of the object is its deformation and stress evocation.
Because of forming and a heterogeneous temperature field in the material residual
stress remains.

7AISI 1045.
8Especially constant pressure specific heat.
9Specific heat multiplied by a object’s mass.

18



2.4: Solved Mechanical Part

Dynamic Effects Consideration

The problem can not be considered as purely static, because there is an impact
between the tool and the forging (see previously). On the other hand there are not
evoked any relevant inertia forces, because in a global scale, it is not fast enough.
A frequency of the load is also very slow and orderly lower than the first natural
frequency of longitudinal waves, so there are no vibrations.

2.4 Solved Mechanical Part

The solved part is displayed in Fig. 2.1. It is an idler spur gear in a reverse
transmission of a gearbox F17 used also in vehicles Opel Vectra B (1995–2002)
and designed by General Motors (GM).

Fig. 2.1: Solved mechanical part

A geometry creation is described in an appendix in Chap. B.

19



Chap. 2: Problem and Its Analysis

2.5 Method Choice

Fig. 2.2: Hertz contact

Using a differential calculus and a calculus of vari-
ations belongs among the realisable methods. A so-
lution of an elasto-plastic task by using differential
equations is realisable, but its solution possibility is
strongly limited by an area of the solution and the
solution in a closed form can be found just for sim-
ple shapes. What is more, there is used only an ideal
plastic material with no strain hardening.10

The biggest limitation for using the differential
calculus to solve the task is contacts. The best known
theory for the contact solution is a Hertz’s theory.11

There can be solved contact stress distribution under the surface of bodies in the
contact using this theory, where its geometry can be substituted with an osculating
circle. Its basic presumptions are purely the elastic material and the non-frictional
contact. However, in the forming an invocation of the plastic strain is required and,
what is more, the contacts are non-stationary and frictional.

The only possibility is using the calculus of variations methods, where the FEM
also belongs. This method can be used in structural, heat transfer, dynamic analysis
etc., where can be situated non-linear problems listed in the introduction of this
chapter. Two basic formulations of a FEM displacement-based variant are:

1. Implicit: an unconditionally stable algorithm, suited for solving structural
task, slow dynamic processes, heat transfer problems.

2. Explicit: a conditionally stable algorithm, suited for solving very fast processes
with big deflections, problems with high amount of contacts, bodies failure.

A description mentioned above, proves that a choice of a solution algorithm strongly
depends on a problem/task type: in terms of a process rate, a non-linear behaviour
level etc.

10It is the special case for bi-linear material (linear strain hardening), where a tangential modulus
ET = 0 Pa.

11It is used mostly in a contact stress analysis under a gear working profile (see Fig. 2.2, σ̄ is
an von Mises equivalent stress, see Eq. (4.14d) on p. 47) and in a design of a gear transmission
against a contact fatigue failure.
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2.5: Method Choice

Fig. 2.3: Uniaxial tensile test

We can demonstrate a comparison of an
implicit and an explicit algorithm from an
aspect of solution time requirements on an
analysis of a round bar for an uniaxial tensile
test (see Fig. 2.3). Analysis settings is ex-
actly the same for both algorithms from as-
pects of geometry, material, mesh, boundary conditions etc. Both algorithms are
allowed to use an automatic time stepping for a solution. The results are really sur-
prising, because the time requirement of the implicit algorithm 1 min 32 s and of the
explicit algorithm 18 h 50 min 15 s for the same task size.12

The mentioned time results clearly demonstrate that it is doubtless better to
use the implicit algorithm, because the explicit algorithm requires a very small
time increment to make it stable (see further). However, there are areas of the
solid mechanics, where the implicit algorithm badly converges or even fails, e.g.
analysis of thin-wall structures post-critical behaviour (see Fig. 2.4), continuum
damage analysis and else.

(a) Initial state (b) Implicit (c) Explicit

Fig. 2.4: Thin-wall strucuture post-critical behaviour analysis

12A large time increment may cause inaccurate results, so it ss appropriate to limit its maximum
size.
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Chap. 2: Problem and Its Analysis

Because of the big deflections and a requirement of a failure criterion imple-
mentation the explicit algorithm will be used. There is a will to solve this specific
problem with an "universal" FEM package, because hot forming problems are usu-
ally solved by using specially created software (see Sec. 3.4). As a workbench Abaqus
CAE, developed by a company Simulia, will be used. It is a part of DAUSSALT
SYSTÉMES.

2.5.1 Basic Description of FEM

As was said earlier, the FEM is a numerical method based on a discretiza-
tion of a solved area to smaller subregions (elements) simpler in a shape having
common vertices (nodes), edges and in 3D also surfaces. Nowadays mostly its
displacement-based variant, where solved variables are nodal displacements, is used.
Displacements are approximated over the element by using basis functions, usually
polynomials. There is used the calculus of variations. There are several variational
principles, where also belongs a Lagrangian variational principle. It is based on a
statement that between all possible displacement functions applying geometric equa-
tions and geometric boundary conditions there are realizing functions minimizing
of a potential Π

Π = Wi −Wo =

˚

Ω

Λ dV −
(˚

Ω

UTo dV +

¨

∂Ω

UTp dS
)
, (2.1)

where:

• Wi [J] is an internal energy in a body Ω (∂Ω is a body’s border),

• Wo [J] is an outer forces potential,

• Λ
[

J
m3

]
is an internal energy per a volume unit,

• U [m] a displacement matrix,

• o
[

N
m3

]
is a body load matrix and

• p
[

N
m2

]
is a surface load matrix.

A condition of the functional Π minimal value can be express as

δΠ = 0,
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2.5: Method Choice

where δ is a variation operator. A system of equations required for FEM equations
built-up:

• Equilibrium equations: equations of a force equilibrium on an internal (Eq.
(2.2a), Fig. 2.5a), respectively on a border (Eq. (2.2b), Fig. 2.5b) elementary
element.13

∂σji
∂xj

+ oi = 0 (2.2a)

σji cosαj = fρi (2.2b)

(a) Internal (b) Border

Fig. 2.5: Elementary element [5]

• Geometric equations: relations between a displacement field and a strain field.
These relations are described in Chap. A.1, because there are several strain
tensors for large deflections.

• Constitutive laws: relations between the strain field and a stress tensor com-
ponents. These are described in Chap. 4.

13Eq. (2.2a) and (2.2b) are vector equations written to its components. There is used the
Einstein notation and a summation symbolic.
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Chap. 2: Problem and Its Analysis

Explicit Algorithm

As previously said, it is a conditionally stable algorithm. This means the algo-
rithm stability is depends on a solution time increment size, which has to meet a
relation

∆t ≤ ∆tc,

where ∆tc is a critical time increment size given by Eq. (2.3)

∆tc =
Le
vw

=
Le√
E
ρ

= Le

√
ρ

E
, (2.3)

where:

• Le [m] is a characteristic dimension of the smallest element in a mesh,

• ρ
[

kg
m3

]
is a material density and

• E [Pa] a Young’s modulus [6].14

The critical time increment value is influenced by the material type, in compar-
ison with the implicit solver, where is its value not dependent on the material type.
A typical time increment for the explicit solver is 10−6 s and less. To increase a time
increment, it is possible to use a mass scaling based on increasing of the density.
In the static/quazistatic tasks there is needed to pay attention to keep the systems
kinetic energy up to 10 % of its internal energy.

A basis of the explicit algorithm is solving a matrix equation

MÜ = Fe − Fi, (2.4)

where:

• M [kg] is a mass matrix,

• Ü
[

m
s2

]
is an acceleration matrix,

• Fe [N] is an external load matrix and

• Fi [N] is an internal force matrix [6].
14vw in the Eq. (2.3) is a wave propagation velocity in the material. An interpretation of the

equations is that a stress wave can’t get through the mesh’s smallest element during one increment.
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2.5: Method Choice

The internal force matrix depends on a stress state, contact forces and forces
caused by a hourglassing (see next). It can be express by relation

Fi =
∑(˚

Ω

BTσ dV + Fhg

)
+ Fcont, (2.5)

where:

• B
[

1
m

]
are strain basis functions15,

• σ [Pa] is a (Cauchy) stress tensor (see Sec. A.2.1),

• Fhg [N] are hourglassing forces and

• Fcont [N] are contact forces [7].

To get velocity and displacement, a central difference method is used in the
explicit algorithm

U̇i+ 1
2

= U̇i− 1
2

+
∆ti+1 + ∆ti

2
Üi, (2.6a)

Ui+1 = Ui + ∆ti+1U̇i+ 1
2
, (2.6b)

where:

• U̇
[

m
s

]
is a velocity matrix,

• ∆t [s] is the time increment size and

• i [−] is a step time number (integer) [6].

There is only a lumped (diagonal) mass matrix because of its easy inversion.
The other advantage is a decomposition to a system of independent equations the
solution of which can be easily paralleled into several clusters/threads. The internal
forces matrix is composed from every single element and is not necessary to compose
a global stiffness matrix and its inversion, this leads to another time save.

A reduced (single-point) integration is often used , where the element has only
one Gauss-integration point placed in its center of mass. A time and operational
difficulty is decreased for the element matrices composing, on the other hand it can
lead to a negative effect known as hourglassing.

15It is displacement basis functions derivative.
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Chap. 2: Problem and Its Analysis

Fig. 2.6: Hourglassing symmetric modes [7]

These are modes of deformation symmetric to the integration point (see
Fig. 2.6), but there is a zero deformation energy. To reduce it, it is possible to
use:

1. Integration grade increase: the time difficulty to compose the element matrices
is increased. What is more, the stiffness of the element/system increases and it
can lead to unreal behaviour.

2. Number of elements increase: in one consequence, the size of solved matrices
is increased and time required for their solution is increased. The second one
is the fact that with increasing number of elements, their size decrease, which
leads to the smaller time increment size (see Eq (2.3)).

A tolerated amount of an energy caused by the hourglassing is 5 − 10 % of a total
internal energy.

According to the fact there is required the small time increment size for the
algorithm stability (see Eq. (2.3)), there has to be performed a high amount of time
steps16. Because of the fact that the finite element method is the numerical method,
it works just with a finite count of decimal places. That way, using a double precision
is recommended. A date type double (8 B) has 15 decimal places in comparison with
7 decimal places of the date type float (4 B) used for a single precision. In case
of using the single precision, an analysis breakdown can appear because of a round
error run-out.

16The number of steps for the explicit algorithm is usually 105 and more.
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3 Forging Technology
Forging belongs to one of the oldest forming technologies in the world. It

originally served mainly for military purpose (army equipment production). In that
time it was especially open die forging (see Sec. 3.3.1). There is also used closed die
forging (see Sec. 3.3.2), which predominates nowadays.

3.1 Forging Characteristics

Fig. 3.1: Diagram Fe - Fe3C [8]

It’s a method of bulk ("volume")
forming17, which takes place in higher
temperature (e.g. for steels 750 ◦C up to
1300 ◦C)18. An upper limit of the forging
temperature is often 200 ÷ 300 ◦C under
solidus curve (see Fig. 3.1).

A basis is a transformation of Perlit,
respectively of Ferit which is included in
Perlit, into Austenit, which has mechan-
ical properties more suitable for form-
ing (natural forming resistance19 σp de-
crease). On the other hand, there is pos-
sibility of a grain grow if the temperature
is too high for a long time. As a result, mechanical properties are worsened and this
state can be eliminated with an additional heat treatment (normalizing).

The aim is to create stress state in a formed body, which evokes the macro-
plastic deformation in the whole volume. By increasing of the temperature, sub-
stantially bigger plastic deformation before a damage initiation can be obtained
than at a room temperature. See Fig. 3.2, where is displayed how big deformation
can be made during forging.

17It’s a way of the forming, when is a shape of a manufactured mechanical part changed in all
directions.

18Forging temperature range is set by chemical composition and is included in material data
sheet.

19Internal material resistance against external forces influence under one-axial stress state con-
ditions when a plastic deformation starts, expressed in Pa. [9]
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Chap. 3: Forging Technology

(a) Input material (b) Preforging (c) Forging (d) Final product

Fig. 3.2: Gear production process20

With the forming progress, the natural forming resistance of the material in-
creases, so bigger forces are needed for the next deformation. High temperature
forming cause that the deformation (strain) hardening particularly disappear in the
influence of the temperature. On the other hand, it is needed to consider a thermal
expansion of material, which depends on a thermal expansion coefficient and hence
to consider this factor in a production process design.

3.2 Heating of a material

A heating way of the input material is crucial for a final surface structure,
hardness and quality. During heating can rise these phenomena:

1. Mill scales creation: mill scales are created from iron oxides FeO, Fe2O3

and Fe3O4, which are created by a reaction of the iron situated in steel with an
oxygen, carbon dioxide and other gases in a furnace atmosphere. Mill scales
is necessary to be cleaned up before the forging process starts, because there
is a risk of a penetration into the surface of the forging. This makes surface
structure worse, but mainly these defects are places, where fatigue cracks may
evoke under a cyclic load [8].

2. Decarburization of the surface layer: as well as oxidation takes place in an
atmosphere with active gases, but it interferes into a bigger depth. It has an

20The forging is displayed without a flash. The final product is finished with membrane trimming
and following machining.
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3.2: Heating of a material

unfavourable influence on the final surface hardness during a heat treatment
(e.g. quenching) [8].

3. Steel "burning": it occurs at the temperature close to the melting temperature.
The principle is a diffusion of sulfur and phosphorus contained in the steel
to the grain border in form of sulphides and phosphides. The consequence is
that mechanical properties get worse and there is a higher probability of brittle
crack across the grain borders.21

3.2.1 Ways of Heating

Induction heating is based on heat generation which cause eddy currents gener-
ated in the heated object by a magnetic field of the exciting coil. A high-frequency
alternating current (AC) passes through the coil.

Nowadays it is the most frequently used method, because good and economical
heating of material is guaranteed. The biggest advantage is suppressing mill scales
creation and decarburization of the surface layer to minimum. The other advantage
is an easy temperature regulation. On the other hand, it is not suitable for heating
of long or shaped profiles, eventually sheet metals or plates.22

Heating in a furnace is realized through the heat transfer from a surrounding
atmosphere created by burning of gaseous or liquid fuels. The material can be
exposed directly in flames coming out of the burner, but this cause production
of the high amount of mill scales and big decarburization of the surface layer.23

A better variant is separating heated body from the burners with the impenetrable
partition, the influence of the oxidation and decarburization is limited. On the other
hand, a heating effectiveness decreases.

Due to the increasing pressure on the emission production and a high frequency
current production possibility (using frequency inverter) there is an effort to suppress
this way. Heating in a furnace is used mainly in cases when induction heating is not
effective, or, in the single-part production.

21Known as intercrystalic crack.
22The coil has to be common in shape and dimensions to the cross section, otherwise losses

appear.
23An addition ca. 3 % to material volume is needed.
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3.3 Forging Methods

3.3.1 Open Die Forging

Open die forging belongs to forming methods with one of the biggest work
requirements. It is used for a production of the shapes for closed-die forging24 in big
series or in small series production of the parts with different sizes.

In open-die forging, basic operations are used, as can be seen in Fig 3.3a up to
3.3d.

(a) Extension (b) Chopping (c) Upsetting (d) Stepping

Fig. 3.3: Open-die forging operations examples [8]

Hand-made Forging is rarely used nowadays (mostly for art purposes). In this
case hand tools and an anvil are used. However, the principle is the same as in the
case when machines are used.

Mechanized Forging is used in a production of parts with mass in units
of tonnes.25 For forming there are used drop hammers or hydraulic presses if the
bigger forming force is required. As an input material for forging,rolled profiles
or ingots are used [8].26 With using special machines it is possible to produce rings
with big diameters and thickness which are used as rings for roller bearings.

24A shape for closed-die forging is often called as preforging [10, 8].
25Company Vítkovice Heavy Machinery a.s. produce e.g. assembled crankshafts for ship engines.
26A profile after casting.
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3.3: Forging Methods

3.3.2 Closed Die Forging

UPPER DIEPART

FORGING
FLASH

BOTTOM DIEPART

Fig. 3.4: Assembly die-forging

Closed die forging is a method, where
a special tool called die is used to gain a
required shape of a forging. It is usually a
two-part tool (see Fig. 3.4), where a cavity
is created in a shape of the forging.27 The
forging is thoughtfully divided by a part-
ing plane, which divides the die into parts
to make forging easily releasable after fin-
ishing the forming process. In the parting
plane there is also situated a flash gutter,
where the redundant material flows. This
redundant material is called a flash (see
Fig. 3.4) and then it’s trimmed.

In fact dies are used in big series pro-
duction, there is needed to put high re-
quirements on mechanical properties. Among the most important ones belong hard-
ness, strength, toughness, fatigue resistance and wear resistance. The dies are loaded
with strong impacts during the forging process, this may cause initiation of fatigue
cracks from surface defects. That is the reason they are made from tool steel. High
hardness (up to 60 HRC and more) is gained by quenching and low temperature
tempering. Between the formed material and the die there is a frictional contact, a
friction intensity is reduced by a lubricant.28 In the contact, a heat transfer from a
forging into the die also takes place .29 Because of a high thermal stress are dies
heated at temperature around 250 ◦C before using.

Only exceptionally it is possible to create the part in one operation, in the
most common case, it is before the final shape a "blocking" operation, where a
shape similar to the final one is gained. The blocking die cavity has to be designed
to fit its output into the finishing cavity with some clearance.

27There is used machining on CNC centres.
28Nowadays it is usually used a mixture of water and carbon in form of a graphite, its concen-

tration is depended by a shape complexity of the produced component.
292nd law of thermodynamics is valid: "Heat can’t be transferred by itself from a colder object

onto the hotter one."
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Forging Design

(a) Flat

(b) Symmetrically cranked

(c) Asymmetrically cranked

Fig. 3.5: Parting plane shapes [12]

The first step is a choice of the part-
ing plane location, which can be flat
or cranked (see Fig. 3.5). The next step
is a choice of an addition for machined
surfaces. Their size depends on a size of
the part and the precision of the forging
(see [13]).

All surfaces perpendicular onto the
parting plane have to be drafted (outer
surfaces usually 3°, inner ones 7°).30

There are tolerated no sharp edges, all
edges (inner and outer) have to be filleted.
A size of the fillet radii depends on a size
of characteristic dimensions (see Fig. 3.6)
and they are defined according to norms
(fraction fi

hi
).

Fig. 3.6: Forging fillet radii [13]

30Size of drafts can be reduced using ejectors (usually in a form of pins) which eject the forging
out of a die cavity.
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Fig. 3.7: Preforged hole

The next speciality of the closed die
forging is a fact it is not possible to forge
through holes in parts. It is possible
only to "preforge" a hole (see Fig. 3.7),
this means to create a counterbore with
given diameter and depth. In case a
membrane31 is thin enough, it is possible
to trim it through (see further), other-
wise it’ is removed with machining.

As previously said, the formed
metal shrinks because of cooling. For
this reason, the die cavity has to be scaled to gain correct dimensions of the pro-
duced part.32

Input Material for Closed Die Forging

As the input material hot rolled rods33 are used, mostly with a circular cross
section, less then with a square or rectangle one. Profiles are delivered in big lengths,
therefore is needed to divide the rod into required lengths.34 This can be done using
several methods:

1. Band saw cutting: dividing of the big cross section profiles, a principle is a
linear displacement of a band with teeth.

2. Bar shear: waste-less rod dividing, based on damage due to shear between
a punch and a fixed blade. This method is limited by a load capacity of a
machine to be able to create stress state leading to the bar partitioning. In case
of bigger cross sections, it is useful to shear at a higher temperature (up to
500 ◦C)for decreasing required shear forces .

3. Oxygen cutting, plasma cutting, waterjet etc.

31A remaining layer of metal under preforged hole
32For carbon steels is stated a scale ratio 1.015− 1.03.
33Eventually cold drawn rods.
34The usual rod length is 〈3; 6〉 m.
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Fig. 3.8: Cross section diagram

After getting a piece of rod its extension and the cross section reduction may
be needed. Cross section can be very variable (see Fig. 3.8). There exist several
methods how to extend the rods.

Fig. 3.9: Roll-forging scheme

Open die forging is the least productive and
has high work requirements. It is used rarely.
It works at a principle of repeated hits by flat
or shaped dies perpendicularly to a rod axis (see
Fig. 3.3a).

Roll forging works at a principle of two par-
allel cylinders rotating an angular velocity ω

in the opposite direction, where a rod axis does
not intersect any cylinder axis (see Fig. 3.9).
Into cylinders cavities the rolled piece shape is
onto a circle "winded". In most cases it is not
possible to create the rolled part at once and that
is the reason to partition rolling into several op-

erations, mostly 3− 6. The cavity shape is usually oval or quadrilateral, the maxi-
mum reduction occurs in a case the shapes are swapped periodically.
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Fig. 3.10: Cross wedge rolling scheme

Cross wedge rolling as the roll forging
works at the principle of two parallel cylin-
ders,but rotating in the same direction in
this case. A rolled part is inserted be-
tween cylinders, where its axis is parallel
with theirs and rotates in the opposite direc-
tion than cylinders (see Fig. 3.10). A tool’s
working part has a shape of a cutting edge
winded up to the cylinder in a helix. From
the mentioned descriptions it is visible it is
possible to create only rotary shapes. More-
over, the whole shape has to be finished dur-
ing one revolve and the rolled part should
leave a working space itself. The parts rolled by this method may be used also as
final products for machining, e.g. pins, shafts etc. (see Fig. 3.16d).

Drop Hammer Forging

Fig. 3.11: Flash gutters for drop
hammers [8, 15]

Drop hammers are machines, where a ki-
netic energy of a ram in a form of an impact is
used. An amount of the energy is a machine’s
parameter. There exist more kinds of hammers:

1. Single acting: there is used only the ram’s
own weight, where the die’s upper part is
situated. The bottom part is situated in an
anvil.

2. Double-acting: the principle is similar to
the single acting drop hammer, moreover,
the ram is accelerated by a pneumatic sys-
tem.

3. "Counter-running": the both parts of the
die are moving, these are suitable for larger
forgings, where the higher energy is re-
quired.
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The forging is shaped in several strokes, where the required energy for next
forming is increased with each stroke. This is the reason, why there has to be
calculated the energy required for the last stroke to choose a drop hammer. There
are empirically derived relations for its estimation (e.g. (3.1) and (3.2a) according
to ČSN 22 8308), but these are only an approximation, so there is needed to have
some backup. On the other hand there is not recommended to use the drop hammer
with an unnecessarily high amount of energy to reduce wear on the dies. A surplus
energy is absorbed by surfaces in the parting plane. The flash gutter in completely
closed (see Fig. 3.11). For the axisymmetric forging, the relation for the estimation
of energy required for the last stroke applies

W = 18

(
1− 0.005Df

)(
1.1 +

2

Df

)2(
0.75 + 0.001D2

f

)
Dfσs, (3.1)

where:

• Df [cm] is the biggest diameter of the forging and

• σs [MPa] is a natural forming resistance at the finishing temperature [14, 9].35

For a non-circular forging, a similar expression applies

Wn = W

(
1 + 0.1

LD
Bm

)
, (3.2a)

Deq = 1.13
√
FD, (3.2b)

Bm =
FD
LD

, (3.2c)

where:

• W [J] is a work evaluated according to Eq. (3.1) withDf = Deq from Eq. (3.2b)
(equivalent diameter),

• LD [cm] is a forging’s maximum length,

• FD [cm2] is a forging’s area projected into the direction of the stroke,

• Bm [cm] is a mean forging’s height according to Eq. (3.2c) [14, 9].

35The variables are necessarily to be put in stated units, there is not possible to use basic SI
units. Work W is in J.
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Vertical Crank Press Forging

rcs

l c
r

x
h

ϕ

Fig. 3.12: Crank mecha-
nism scheme

In comparison to the drop hammers, a main pa-
rameter of a crank press is a forming force. There is
used kinematics of a crank mechanism (see Fig. 3.12),
which has a given trajectory by its components.
In consequence of this property it is possible to per-
form just one operation per one working stroke. The
next difference from the drop hammer is the shape
of the flash gutter. In comparison to the drop ham-
mers, the upper and bottom parts of the die are not
in a contact and there is always preserved some clear-
ance, which is given by a land height. Some shapes of
the flash gutter are displayed in Fig. 3.13.

Similarly to the drop hammer, where the maximal
energy has to be determined, for the crank press the
maximal force has to be specified. There were devel-
oped some approaches for its calculation, one of them
is normalised and described in the norm ČSN 22 8306
for the axisymmetric and non-circular forgings. The
crank presses of this type are produced in a force ca-
pacity from units up to tens of MN.

Fig. 3.13: Flash gutters for vertical crank presses [8, 16]
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As it was said, a crank mechanism has a given kinematics according to its
components. Kinematic quantities of a piston are given by formulas

xh(ϕ) = −rcs cosϕ+
√
l2cr − r2

cs sin2 ϕ, (3.3a)

ẋh(ϕ) =
dxh
dt

= rcsϕ̇ sinϕ− r2
csϕ̇ sin(2ϕ)

2
√
l2cr − r2

cs sin2 ϕ
, (3.3b)

ẍh(ϕ) =
d2xh
dt2

= rcs
(
ϕ̇2 cosϕ+ ϕ̈ sinϕ

)
− r2

cs

4
√
l2cr − r2

cs sin2 ϕ(
4ϕ̇2 cos(2ϕ) + sin(2ϕ)

[
2ϕ̈+

r2
csϕ̇

2 sin(2ϕ)

l2cr − r2
cs sin2 ϕ

])
,

(3.3c)

where:

• rcs [m] is a crank radius,

• lcr [m] is a length of a connecting rod and

• ϕ [rad] is a crankshaft angle of rotation and

• t [s] is a time.

The crankshaft of the press revolves with a constant angular velocity
ω [rad ⊥ s], so the angle of rotation is a linear function of the time ϕ(t) = ωt.
The kinematic quantities can be transformed to an expression

xh(t) = −rcs cos(ωt) +
√
l2cr − r2

cs sin2(ωt), (3.4a)

ẋh(t) = rcsω sin(ωt)− r2
csω sin(2ωt)

2
√
l2cr − r2

cs sin2(ωt)
, (3.4b)

ẍh(t) = rcsω
2 cos(ωt)− r2

csω
2

4
√
l2cr − r2

cs sin2(ωt)

(
4 cos(2ωt)+

+
r2
cs sin2(2ωt)

l2cr − r2
cs sin2(ωt)

)
.

(3.4c)

A mentioned model does not consider any eccentricity.36

36The piston’s axis can be shifted out of a centre of mass perpendicularly to a movement
direction or the crankshaft and the piston can be shifted from each other in the way the axes of the
crankshaft, the piston and the movement direction are not in the same plane.
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Trimming in The Forging Technology

Fig. 3.14: Flash trimming

As previously said, in the closed die forging the
flash created from the redundant material flowing
out of the die cavity is formed and is needed to be
removed after finishing. This is carried out by us-
ing a special trimming tool that is copying an outer
contour of the forging. The forging is laid on the
trimming tool37 and struck by using a punch. The
trimmed forging fall through and the flash stays lay-
ing on the trimming tool (see Fig. 3.14).
There can be trimmed also the membrane of the pre-
forged hole, if it is possible according to its thickness.
In that case trimming is often partitioned into several
operations, because the forgings are often complex
in the shape.

The trimming is most often performed immediately after the forging finishing,
because there are needed much less shear forces.

3.4 Forging Process Simulation Possibilities

Forge® NxT is a software developed by a French company TRANSVALOR. It
enables to simulate processes of a hot and a cold forming, heat treatment processes
etc. through the FEM. It involves a package of prepared libraries for load settings
(drop hammer/press), contacts (friction coefficients) and mechanical properties of
specific materials (mostly steels). There is used Hansel-Spittel flow curve to describe
a strain hardening, expressed by the equation for a yield stress σy

σy = AhT
m9 exp

(
m1T +

m4

ε̄p
+m7ε̄p

)
ε̄m2
p (1 + ε̄p)

m5T ˙̄ε(m3+m8T )
p , (3.5)

where:

• Ah [MPa] is a material constant,

• mi, i = {1, . . . , 9} [−] are material constants,
37Tool storage surface has to be adapted according to the flash shape.
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• T [◦C] is a actual temperature of the material and

• ε̄p [−] is an equivalent plastic strain (see furtherer).

There is omitted an elastic strain component.38 For 3D analysis a tetrahedral
mesh is only used and there can be used adaptive meshing during the simulation.
For more information see a website http://www.transvalor.com/en/cmspages/
forge-nxt.32.html.

QForm 3D was created by QuantorForm Ltd. company from the Russian Feder-
ation. It enables to solve same types of task as the program Forge described above.
For more information see a website http://www.qform3d.com/.

FormFEM is a software developed by ITA s.r.o. company from Ostrava in the
Czech Republic. It enables to solve forming task through the finite element method.
In comparison with programs above there is possible to solve only axisymmetric
and plane strain tasks, so its using is strongly limited, because the forgings have usu-
ally the complex shape. For more information see a website http://www.ita-tech.
cz/cs/produkty-a-sluzby/pocitacove-simulace-mkp/objemove-tvareni.

Simufact Forming is a software developed by an American company MSC Soft-
ware Corp., which has developed a very successful program MSC Nastran for solving
problems through the finite element method. It enables to solve various forming op-
erations (rolling, forging, bending etc.), the heat treatment processes and more. It
includes an implicit and explicit solver type. For more information see a website
https://www.simufact.com/simufactforming-forming-simulation.html.

38The elastic strain component is in the order of up to 10−2, but the plastic strain is often in
the order of 10−1 up to 100.
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3.5: Mechanical Parts

3.5 Mechanical Parts

Forged mechanical parts have, in comparison with the machined ones, better
mechanical properties, mainly in a strength aspect. This is a reason for using them
in areas where high bearing capacity is needed (e.g. hooks for train assemblies, roller
bearings rings) or where the part is under a dynamic load and resistance against
fatigue damage is needed (crankshafts39, gears40). Forged mechanical parts examples
are shown in Fig. 3.15a up to 3.16d (all parts are displayed after machining).

(a) Combustion engine crankshaft

(b) Combustion engine rocker (c) Combustion engine piston

Fig. 3.15: Forged parts examples 1

39A crankshaft is stressed with rotating bending and with often variable torque shear.
40A gear tooth is stressed with alternating bending in tooth’s root and with contact stress in

tooth’s side curve.
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(a) Combustion engine connect-
ing rod

(b) Combustion engine camshaft

(c) Gear

(d) Gearbox maindrive shaft

Fig. 3.16: Forged parts examples 2
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4 Constitutive Laws and
Material Characteristics

4.1 Elastic Material Behaviour
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Fig. 4.1: Elastic parameters of the linear
isotropic material

As previously said, a material’s elas-
tic model is linear isotropic defined with
a Young’s modulus E and a Poisson’s ra-
tio ν, where both depend on the tem-
perature (see Fig. 4.1). A relation be-
tween stress components and deformation
(strain) components is defined by a gener-
alised Hooke’s law (here for the isotropic
material), which can be expressed in a
Voight’s notation as

σij = λlδijεkke + 2Gεije, (4.1)

where:

• λl [Pa] is a Lamé’s constant,

• δij =





1 pro i = j

0 pro i 6= j
[−] is a Kronecker delta,

• εkke [−] is a elastic strain tensor εe first invariant41,

• G [Pa] is a shear modulus,

• εije [−] are elastic strain tensor components [17].

The parameters in the relation (4.1) can be expressed for the isotropic material
by Eq. (4.2a) and (4.2b) [17].

λl =
Eν

(1− 2ν)(1 + ν)
(4.2a) G =

E

2(1 + ν)
(4.2b)

41It expresses a volume change during the deformation.
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4.2 Plastic Material Behaviour

4.2.1 Yield Conditions, Operations with Tensors

There has to be determined a criterion, which is used to decide, if the plastic
strain increases or not. This criterion is called a yield condition, which can be
expressed mathematically as

Φ
(
σeq, σy (ε̄p, T, ˙̄εp, . . . )

)
= 0, (4.3)

where:

• Φ is a yield function,

• σeq [Pa] is an equivalent stress and

• σy [Pa] is an actual yield stress, described by a flow curve (see Sec. 4.2.3),
and it can depend on several parameters, e.g. an equivalent plastic strain ε̄p,
an equivalent plastic strain rate ˙̄εp, a temperature T etc. [18].

There is very often used von Mises (HMH42) yield condition expressed as

Φ = σeq − σy = 0, (4.4)

and can be displayed in Haigh-Westergaard space as a cylindrical surface accroding
to Fig. 4.2. This yield condition belongs to a group of isotropic yield conditions.
The yield surface can be described by using 3 stress invariants p, q, r (see further)
[6]. All formulas for the equivalent stress and the equvivalent plastic strain apply
to von Mises yield condition. The equivalent stress is further denoted as σ̄.

Fig. 4.2: von Mises yield surface [18]

42Huber-Mises-Hencky.
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4.2: Plastic Material Behaviour

But there has to be distinguished an actual equivalent plastic strain calculated
from an actual plastic strain tensor εp (see Eq. (4.5)) and a cumulative equivalent
plastic strain calculated according to Eq. (4.11), which still increases its value during
load.

εp =



ε11p ε12p ε13p

ε21p ε22p ε23p

ε31p ε32p ε33p


 (4.5)

The actual equivalent plastic strain is given by Eq. (4.6)

ε̄pa =

√
2

3
(Dεp : Dεp), (4.6)

where Dεp is a deviatoric compoment of a plastic strain tensor described by the
formula

Dεp = εp −
εp : I

3
I, (4.7)

where I is a second order identity tensor [1]. Because there is no volume change
caused by the plastic strain, εp : I = 0 applies and the deviatoric component of the
plastic strain tensor is the tensor itself. For the case of the plastic strain, there are
not distinguished the tensor and its deviatoric component in this thesis anymore.

For an explanation it is necessary to describe the meaning of an operator ":"
in Eq. (4.6). This operator is called "Double Dot Product" and it represents an
operation expressed by Eq. (4.8) between 2 matrices of the same dimensions, its
result is a scalar

a = A : B =
m∑

i=1

n∑

j=1

AijBij, (4.8)

where A a B are matrices with a size m× n. Eq. (4.6) can be modified for plastic
strain tensor components (see Eq. (4.5)) as

ε̄pa =

√
2

3

√
(εiip − εjjp)2 + 6ε2

ijp
(1− δij)

2
. (4.9)

Eq. (4.9) can be expressed for principal plastic strain applying to a relation
ε1p ≥ ε2p ≥ ε3p [−] as

ε̄pa =

√
2

3

√
(εip − εjp)2

2
[1]. (4.10)
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The cumulative equivalent plastic strain si evaluated according to Eq. (4.11)

ε̄pc =

ˆ ta

0

√
2

3
(ε̇p : ε̇p) dt, (4.11)

where:

• ε̇p [s−1] is a plastic strain rate tensor and

• ta [s] is an analysis duration [1, 6].

According to Abaqus manual there is used cumulative equivalent plastic strain
in models of plasticity [6] and this equivalent plastic strain is further denoted as
ε̄p.

4.2.2 Implementation of Plasticity to FEM

With a plastic straining an energy dissipation is connected. This means the
system is not conservative.43 The main attribute of the conservative systems is the
fact, line integrals are path independent and they depend only on an initial and a
final position.

This doesn’t apply to elasto-plastic task, where the final state depends on all
previous ones, this means on the whole straining history.44 That is why the plasticity
in FEM is implemented in its incremental (integral) form, where a new stress state
is determined as

σt+∆t = σt + ∆σ(∆εe), (4.12)

where:

• σt [Pa] is a previous stress state and

• ∆σ [Pa] is a stress increment which depends on an elastic strain increment
∆εe [6]. 45

43A conservative system a type of system where an inserted energy/work into a system is totally
given back.

44A straining path is in general a curve in the Haigh-Westergaard principal stress coordinate
system.

45There exists also a deformation plasticity theory which enables to formulate finite relations
between a stress tensor and a strain tensor with a presumption that a straining path in the
Haigh-Westergaard principal stress coordinate system is a straight line (proportional straining),
so quantities characterizing stress state do not change (a stress triaxiality and a Lode angle, see
Sec. 4.3).
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4.2: Plastic Material Behaviour

This approach is based on a predictor-corrector principle. A prediction is based
on a presumption the strain increment ε gained from displacements is pure elastic
and, based on this hypothesis, a trial stress tensor according to the Hooke’s law (see
Eq. (4.1) on p. 43) is evaluated. The equivalent stress is calculated from the trial
stress (see further). If the yield condition is fulfilled (see Eq. (4.2) on p. 44), the
strain increment includes a plastic component. Except the yield condition there has
to be also stated a flow rule bounding the plastic strain increment and the stress
increment

∆εijp = ∆λp
∂Qp

∂σij
, (4.13)

where:

• ∆λp [−] is a plastic multiplier and

• Qp

[
J

m3

]
is a yield functional, usually identified with the yield function Φ

[18, 6].46

In case of an associated flow rule, a derivative of the yield functional is a von Mises
yield surface normal n

n =
3

2

Dσ
q
, (4.14a)

Dσ = σ + pI, (4.14b)

p = −1

3
(σ : I)︸ ︷︷ ︸

=I1

= −σkk
3
, (4.14c)

q = σ̄ =

√
3

2
(Dσ : Dσ)

︸ ︷︷ ︸
=
√

3J2

=

√
2

2

√
(σii − σjj)2 + 6σ2

ij(1− δij)
2

, (4.14d)

where:

• p [Pa] is a hydrostatic pressure and

• Dσ [Pa] is a deviatoric component of the Cauchy stress tensor [1, 6].47

46Then is the flow rule called as associative.
47A member pI in Eq. (4.14b) is volumetric (hydrostatic) component of the stress tensor and it

is related to a material’s volume change. The deviatoric component is related to a shape change.
In the Abaqus manual [6], the deviatoric stress tensor component is denoted as S.
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Initial yield surface
isotropic hardening
Kinematic hardening
Combined hardening

Fig. 4.3: Hardening types [18]

The plastic multiplier is identified
with the equivalent plastic strain incre-
ment ε̄p in the case of the von Mises
yield condition and is evaluated as

∆ε̄p =
σ̄∗ − σty
3G+H

, (4.15a)

H =
∂σ̄

∂ε̄p
, (4.15b)

where:

• σ̄∗ [Pa] is the equivalent stress
from the trial stress,

• σty [Pa] is the yield stress accord-
ing to the actual equivalent plastic
strain and

• H [Pa] is a flow curve slope (see
further) [6].

The final step is to correct the stress increment according to

∆σ = λl[(∆ε−∆εp︸ ︷︷ ︸
=∆εe

) : I]I + 2G(∆ε−∆εp). (4.16)
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4.2.3 Flow curve (stress–strain curve)

In FEM programs, the stress–strain curve for the plastic material is assigned as
a dependency of the equivalent stress σ̄ on the equivalent plastic strain ε̄p. Material
data are gained from a mechanical test, most often from a uni-axial tensile test.
there is necessary to consider the output of the uni-axial tensile test is an engineering
tensile diagram48 (see Fig. 4.4). So it is necessary to perform a transformation to
true49 diagram by using formulas

etrue = log(1 + eeng), strue = seng(1 + eeng) for s ≤ σu,

etrue = log
S0

S
, strue = sengS0

S
for s > σu.
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Fig. 4.4: Engineering tensile diagram

For the second case, it is necessary to
perform a correction because of a triax-
ial stress state and a stress concentration
at the neck. S [m2] is an actual bar cross
section, S0 [m2] is an initial cross section
and σu [Pa] is ultimate strength stress.50

The material’s plastic behaviour can
be also influenced by other factors as a
temperature, a strain rate, a stress state
etc. There exist a lot of flow curve models,
which are able to consider different influ-
ences on the plastic behaviour. On the
other hand, a calibration of these models
can be a bit tricky because of high costs or it is not possible to perform experiments
to gain relevant data.

Because the closed-die forging is the focus of this thesis and it is also the high
temperature bulk forming method, there has to be used a model of material, which is
able to take into account the influence of the temperature. The non-negligible
influence can also have a strain rate, because forging processes are usually fast.51

48Stress is related to a initial cross section.
49Stress related to a actual cross section
50log is a natural logarithm (e base).
51A total shape change can be performed in the time of about 10−1 s.
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One of the basic model able to take into account these effects is the Johnson-Cook
flow curve with the isotropic hardening described by Eq. (4.17a), (4.17b) and (4.17c)

σ̄(ε̄p, ε̇
∗
p, T

∗) = (Ajc +Bjcε̄
njc
p )

(
1 + cjc log ε̇∗p

)
(1− T ∗mjc) , (4.17a)

ε̇∗p =
˙̄εp
˙̄ε0p

, (4.17b)

T ∗ =





0 for T < Tr,

T−Tr
Tm−Tr for T ∈ 〈Tr;Tm〉 ,
1 for T > Tm,

(4.17c)

where:

• Ajc
52, Bjc [Pa] are material constants,

• njc [−] is a strain hardening exponent,

• ε̇∗p [−] is a dimensionless plastic strain rate (see Eq. (4.17b)),

• ˙̄εp [s−1] is a equivalent plastic strain rate,

• ˙̄ε0p [s−1] is a reference equivalent plastic strain rate,

• cjc [−] is a strain rate hardening exponent (coefficient),

• T ∗ [−] is a homological temperature (see Eq. (4.17c)),

• T [K] is an actual material’s temperature,

• Tm [K] is a material’s melting temperature,

• Tr [K] is a room temperature and

• mjc [−] is a temperature softening exponent [6].

It is a function of three independent variables. Because there is not the pro-
jection f : R3 → R, it is possible to display the equivalent stress dependency only

52It can be found out, that Ajc in Eq. (4.17a) is a yield strength of the material at the room
temperature.
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in two variables and one selected parameter. The consequence is, that it is a set of
surfaces in the 3-D space (see Fig. 4.5).

Fig. 4.5: Johnson-Cook yield stress surfaces

The temperature dependency is displayed in Fig. 4.6a and strain rate depen-
dency in Fig. 4.6b. From the graphs it can be stated that the influence of the
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temperature on material’s properties is far much bigger than the influence of the
strain rate.
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Fig. 4.6: Johnson-Cook flow curves

4.2.4 Plastic Strain Work to Heat Transformation

On the basis of experiments, it was found out that a part (fraction) of the
plastic (inelastic) deformation energy is changed into heat. As shown earlier, the
temperature increase leads to a change of material properties, which can have unde-
sirable consequences. A heat generation due to a plastic deformation can be taken
into account in a fully-coupled analysis53, where the changed heat is estimated as the
inelastic deformation energy multiplied with a multiplier called as inelastic heat frac-
tion, usually in a form of a unit volume heat power [4]. The unit volume heat power
can be estimated as

rp = ηihf (σ : ε̇p) , (4.18)

where ηihf [−] is the inelastic heat fraction [6].54 The unit volume heat power enters
into a heat balance (see p. 59, 60).

53The analysis, where a temperature field influences the deformation and conversely. The op-
posite is a partly-coupled analysis, where the deformation is influenced by the temperature field,
not conversely.

54The most used value is 0.9.
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4.3 Ductile Damage

As previously said, the explicit FEM allows to provide a continuum damage
analysis, crack initiation, its propagation etc. One of the most important variables
influencing a ductile damage mechanisms is a stress triaxiality factor η defined by a
relation

η = −p
q
. (4.19)

4.3.1 Ductile Damage Mechanisms
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2. MECHANISMY TVÁRNÉHO PORUŠOVÁNÍ 

Jednou z nejdůležitějších veličin ovlivňující mechanismus tvárného porušení je triaxialita 

napětí (3.5) [31]. Tyto závěry plynou z nezávislých studií růstu dutin [1, 2], empirických studií 

[23, 24, 26] a z mnoha dalších experimentálních a numerických studií [3, 32, 33]. 

2.1.  Mechanismus v oblasti vysokých hodnot triaxiality napětí 

V oblasti vyšších hodnot triaxiality napětí  31  dochází k mechanismu vzniku, růstu a 

propojování dutin, dále jen MD (Obr. 2.1). Společným charakterem tohoto mechanismu jsou 

hrubé lomové plochy s výraznými, okem viditelnými jamkami, které jsou pozůstatkem dutin 

(Obr. 2.2). Nejčastějším místem jejich vzniku je rozhraní mezi matricí a částicemi druhé fáze 

(karbidy, vměstky). Jelikož je matrice poddajnější než tyto částice, dochází na jejich rozhraní 

ke koncentraci napětí. Dutiny mohou vznikat i difůzním mechanismem.  

Ke vzniku dutin dochází v celém průběhu zatěžování. Tyto dutiny rostou a následně 

se začínají propojovat. Jejich topologie, tvar a způsob vzniku, růstu a propojování jsou odlišné 

v závislosti na mikrostruktuře a deformačně-napěťové historii.  

             

Obr. 2.1: Schématické zobrazení mechanismů tvárného porušování: (vlevo) vznik, růst 

a propojování dutin, (vpravo) smykový mechanismu [34] 

 

2.2.  Mechanismus v oblasti nízkých a záporných hodnot triaxiality 

napětí 

V oblasti nízkých a záporných hodnot triaxiality napětí  31  dochází k mechanismu 

smykovému, dále jen MS (Obr. 2.1). Trhlina se šíří v rovinách největšího smykového napětí a ve 

srovnání s mechanismem vzniku, růstu a propojování dutin je lomová plocha hladká (Obr. 2.2).  

V minulosti nebyl MS zkoumán v takovém rozsahu jako MD. Mnoho autorů provádělo 

experimentální měření pěchování válcových tyčí, u kterého dochází ke smykovému 

mechanismu. U této operace je velmi obtížné zjistit místo a okamžik vzniku porušení a rozvoj 

trhliny skrz celé těleso trvá poměrně dlouhou dobu. 

(a) Cavity
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(b) Shear

Fig. 4.7: Ductile damage mechanisms [7,
1, 19]

A cavity mechanism is based on an
initiation of voids on an interface of the
basic material and foreign phase particles
which grow up during a load incrementa-
tion, they connect to each other (coales-
cence) and the consequence is a crack of a
part (see Fig. 4.7a). It is typical for higher
stress triaxiality values. A crack surface
is rough with visible holes [1].

A shear mechanism is typical of low
stress triaxiality regions. A crack initi-
ation and it’s propagation performs in a
maximal shear stress plane (see Fig. 4.7b).
In comparison with the cavity mechanism
the crack surface is smooth [1].

4.3.2 Ductile Damage Criteria

The fist criteria describing the ductile damage had only one variable and it was
a stress triaxiality η. In last years it was found out that with using of experiment
it is not possible to describe all stress states only with the stress triaxiality. That
is why parameters like a Lode angle θ and derived variables, a Lode parameter µ
and a normalized third invariant of the deviatoric stress tensor ξ have been defined
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Chap. 4: Const. Laws, Mat. Characteristics

θ = −1

3
arcsin ξ, (4.20a)

ξ =

(
r

q

)3

, (4.20b)

r =
3

√
9

2
[(Dσ · Dσ) : Dσ] =

3

√
27

2
det(Dσ)

︸ ︷︷ ︸
= 3
√

27
2
J3

, (4.20c)

µ =
2σ2 − σ1 − σ3

σ1 − σ3

=
√

3 tan

(
−1

3
arcsin ξ

)
, (4.20d)

where σ1 ≥ σ2 ≥ σ3 [Pa] are principal stresses [1].55 The Lode angle is often
normalized to make its range exactly the same as for the Lode parameter µ or the
normalized third invariant of the deviatoric stress tensor ξ according to the relation

θ̄ = −6θ

π
=

2

π
arcsin ξ [1]. (4.21)

The variables describe above are listed in Tab. 4.1 with its values ranges in-
cluded.

Tab. 4.1: Variables ranges for ductile damage description

Variable Sign Range

Stress triaxiality η R

Lode angle θ
〈
−π

6
; π

6

〉

Normalized third invariant of the
deviatoric stress tensor

ξ

〈−1; 1〉
Lode parameter µ

Normalized Lode angle θ̄

A fracture plastic strain criterion is the simplest criterion for the implemen-
tation, but its usage is strongly limited. Critical fracture strain ε̄f is particularly
smooth surface in a coordinate system η− ˙̄εp set by discrete points. The element is
deleted56 when

55r [Pa] in Eq. (4.20c) is a third invariant of the deviatoric stress tensor, according to Abaqus.
56The element deletion is a very widespread method for the crack initation and propagation.

The element’s stiffness and the stress value is zero after deletion.
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4.3: Ductile Damage

Dd =

ˆ
dε̄p

ε̄f (η, ˙̄εp, T )
= 1 [1, 6]. (4.22)

Fig. 4.8: Johnson-Cook criterion

A Johnson-Cook (J-C) criterion is a cri-
terion, where the fracture strain ε̄f is expressed
by the equation

ε̄f
(
η, ε̇∗p, T

∗) =
(
D1 +D2e−D3η

)
(
1 +D4 log ε̇∗p

)
(1 +D5T

∗) , (4.23)

where D1,...,5 are material constants. The ele-
ment deletion is performed when

Djc =

ˆ
dε̄p

ε̄f
(
η, ε̇∗p, T

∗
) = 1 [1, 6]. (4.24)

In comparison with the previous criterion,
there is nothing new, but the fracture strain ε̄f
is given by an equation, so there is some time
saving.

A shear criterion is determined for cases the dominant stress character is the
shear one. It is based on damage accumulation expressed by the equation

Ds =

ˆ
dε̄p

ε̄f (θs, ˙̄εp)
, (4.25)

where θs [−] is a shear stress fraction given by thy equation

θs =
q + ksp

τmax

, (4.26)

where:

• ks [−] is a material parameter and

• τmax [Pa] is the maximal shear stress [6].

The element elimination is performed when

Ds = 1 [6].
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The criteria described above are available in user interface Abaqus CAE. In case
of needs an implementation of a different criterion, a user has to create his own
procedure (FORTRAN subroutine VUMAT57) for the solution.58 The other existing
criteria are described now.

Fig. 4.9: Xue-Wierzbicki criterion

A Xue-Wierzbicki (X-W) criterion is
one of the criteria, where the fracture strain
is not only a function of the stress triaxiality
η, but also of the normalized third invariant
of the deviatoric stress tensor ξ.The fracture
strain is given by the equation

ε̄f (η, ξ) = C1e−C2η −
(
C1e−C2η−

− C3e−C4η
) (

1− |ξ|
1

nsh

)nsh

, (4.27)

where:

• C1,...,4 [−] are material constants and

• nsh [−] is a strain hardening exponent
[7].

The element deletion is performed when

Dxw =

ˆ
dε̄p

ε̄f (η, ξ)
= 1 [7, 1]. (4.28)

A Bai-Wierzbicki (B-W) criterion has, in comparison with X-W criterion, the
normalized Lode angle θ̄ as the second variable. The fracture strain function is

ε̄f (η, θ̄) =

(
1

2
N1e−N2η +N5e−N6η −N3e−N4η

)
θ̄ 2+

+
1

2

(
N1e−N2η −N5e−N6η

)
θ̄ +N3e−N4η, (4.29)

57Vectorised User MATerial
58For the fracture plastic strain criterion (see previous page), it is possible to change the strain

rate ˙̄εp dependency to the normalised third invariant of the deviatoric stress tensor ξ by change in
a *.inp file, this approach is not available in Abaqus CAE.
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4.3: Ductile Damage

where N1,...,6 are material constants [1]. The element deletion is performed when

Dbw =

ˆ
dε̄p

ε̄f
(
η, θ̄
) = 1 [1]. (4.30)

KHPS59 Criterion was designed by Ing. Petr Kubík, Ph.D. from the Institute
of Solid Mechanics, Mechatronics and Biomechanics. This criterion involves also a
cut-off region (region without damage cumulation) and its border is defined by a
second order polynomial of ξ. The fracture strain is then given by formulas

ε̄f (η, ξ) =
P5

η + h(ξ)
+
P4 − P5

η + h(ξ)

ξ + 1

2
, (4.31a)

h(ξ) =

(
P3 +

P1 − P3

2
− P2

)
ξ2 +

P1 − P3

2
ξ + P2 (4.31b)

where P1,...,5 [−] are material constants. The element deletion is performed when

Dkhps =

ˆ
dDkhps = 1, (4.32a)

dDkhps =





dε̄p
ε̄f (η,ξ)

if η + h(ξ) > 0,

0 if η + h(ξ) ≤ 0 [1, 20].
(4.32b)

Fig. 4.10: Bai-Wierzbicki criterion Fig. 4.11: KHPS criterion

59Kubík, Hůlka, Petruška, Šebek
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Chap. 4: Const. Laws, Mat. Characteristics

4.4 Physical and Thermodynamic properties

Except the mechanical properties the density ρd60 is also required as well as ther-
modynamic properties for a heat transfer analysis: a thermal conductivity λhc, a
specific heat c and a thermal expansion coefficient αte.

Data were provided by Professor Stětina from the Energy Institute at FME
BUT through a program IDS (InterDendritic Solidification), where mean values
of the chemical contribution from Tab. 2.1 were used. From the program, the instant
values of the thermal expansion61 as well as values of the density, the specific heat
and the thermal conductivity were determined. Abaqus requires an integral form of
the thermal expansion coefficient according to the equation

αtei =
1

Ti − Tref

ˆ Ti

T0

α∗tedT, (4.33)

where:

• α∗te [K−1] are instant values of the thermal expansion coefficient and

• Tref [K] is a reference temperature [6].

Temperature dependencies of the required properties are shown in Fig. 4.12

7,2

7,4

7,6

7,8

8

ρ
d

[
t

m
m

3

]

0 250 500 750 1000 1250

T [◦C]

×10−9

4

5

6

7

8

c
[ m

J
tK

]

×108

ρd c

2,4

3

3,6

4,2

4,8

λ
h
c

[ m
W

m
m
K

]

0 250 500 750 1000 1250

T [◦C]

×101 ×10−5×10−5

0,9

1,1

1,3

1,5

1,7
α
te

[ K
−1
]

λhc αte

Fig. 4.12: Physical and thermodynamic characteristics of the steel 12 050

60Density is required for the time increment estimation for the explicit algorithm and for a
transient thermal analysis.

61A central difference method was used to determine these from the density.
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5 Heat Transfer
In this part of the thesis there are the basics heat transfer principles in ther-

modynamics described and used further in the simulation of the closed die forging
process. Among heat transfer ways belongs:

1. a conduction,

2. a convection and

3. a radiation.

Each of the above listed ways will be described in detail.

5.1 Conduction Heat Transfer

This is a heat transfer inside material that can be described using equations

∂

∂x1

(
λhc

∂T

∂x1

)
+

∂

∂x2

(
λhc

∂T

∂x2

)
+

∂

∂x3

(
λhc

∂T

∂x3

)
+ Q̇∗ = ρdc

∂T

∂t
, (5.1a)

1

ρ

∂

∂ρ

(
λhcρ

∂T

∂ρ

)
+

1

ρ2

∂

∂φ

(
λhc

∂T

∂φ

)
+

∂

∂x3

(
λhc

∂T

∂x3

)
+ Q̇∗ = ρdc

∂T

∂t
, (5.1b)

1

ρ2

∂

∂ρ

(
λhcρ

2∂T

∂ρ

)
+

1

ρ2 sin2 ψ

∂

∂φ

(
λhc

∂T

∂φ

)
+

+
1

ρ2 sinψ

∂

∂ψ

(
λhc sinψ

∂T

∂ψ

)
+ Q̇∗ = ρdc

∂T

∂t
, (5.1c)

where:

• ∂T
∂t

[
K
s

]
is a temperature time variation and

• Q̇∗
[

W
m3

]
are internal thermal resources [21].62

It is the 2nd order partial differential equation. Eq. (5.1a) is valid for the
Cartesian coordinate system, Eq. (5.1b) for the cylindrical coordinate system
and Eq. (5.1c) for the spherical coordinate system. According to the right side
value there are distinguished two analysis types:

62The internal thermal resource can be e.g. plastic deformation work, it’s conversion has been
described in Sec. 4.2.4 and can be quantified using Eq. (4.18) on p. 52.
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Chap. 5: Heat Transfer

1. Steady-state: it serves for temperature distribution analysis in the moment of
the steady state (∂T

∂t
= 0).

2. Transient: it serves for temperature distribution analysis and its time variation
(∂T
∂t
6= 0).

In case the thermal conductivity is independent on the coordinates, it is possible
to simplify e.g. Eq. (5.1a) into

λhc∆T +Q∗ = ρdc
∂T

∂t
, (5.2)

where ∆ is a Laplace operator.

(a) Cartesian (b) Cylindrical (c) Spherical

Fig. 5.1: Coordinate systems

The coordinate transformations for the cylindrical system are given by Eq. (5.3a)
upto (5.3b), for the spherical system

x1 = ρ cosφ (5.3a)

x2 = ρ sinφ (5.3b)

x1 = ρ cosφ sinψ (5.4a)

x2 = ρ sinφ sinψ (5.4b)

x3 = ρ cosψ (5.4c)
A specific heat flux63 caused by the conduction can be written as

q̇k = −λhck
∂T

∂xk
, (5.5)

where ∂T
∂xk

[
K
m

]
expresses a change of T in xk direction. In general it is a three-

dimensional vector. Eq. (5.5) is also called Fourier’s heat transfer law [21].
63A heat flux through the unit surface, the unit is W

m2 .
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5.2: Convection Heat Transfer

5.2 Convection Heat Transfer

The heat transfer from a surface takes place in interaction with a fluid
(steady/flowing) or in the interaction between bodies. In both mentioned cases
the specific heat flux is expressed using Newton’s cooling law

q̇ = α (TA − TB) , (5.6)

where:

• α
[

W
m2 K

]
is the heat transfer coefficient and

• TA, respectively TB [K] is the surface temperature [21].

The most important thing is the determination of the heat transfer coefficient and
it is carried out on the basis of the experiments. There are several factors that
influence the heat transfer coefficient [22]. In reality there can be distinguished:

1. Natural convection: it is the natural process that isn’t influenced by any outer
factors, e.g. cooling in stationary air.

2. Forced convection: the process is controlled purposefully, it can be speeded up
(compressors, ventilators) or slowed down (annealing furnaces), e.g. for gaining
the required material heat treatment.

5.2.1 Interaction of a Body with Fluid

If the heat transfer takes place between a body and fluid, so the temperature
TB in Eq. (5.6) is replaced by temperature T∞ which is the fluid temperature in a
sufficient distance from the body, where is not the fluid influenced by the body
presence. The magnitude of the heat transfer coefficient is influenced the body
surface structure, the fluid velocity, its density, viscosity, temperature, a type of flow
(laminar/turbulent) etc. For heat transfer coefficient determining, experimental
measurements and the theory of the dimensionless similarity numbers are used.

5.2.2 Bodies Interaction

A contact pressure is generated in a bodies contact, a friction takes place
and leads to the heat generation. The contact pressure pc is an important quantity
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Chap. 5: Heat Transfer

that has an influence on the heat transfer coefficient (conductance). Among the
other important factors belong the surface structure and the temperature.64 The
managed quantities influence was experimentally researched in [22, 23].

5.3 Radiation Heat Transfer

The heat transfer due to a radiation does not need any material environment
in comparison with conduction or convection. It works also in the vacuum. But it
appears significantly at higher temperature differences between the surface and the
surrounding. The specific heat flux due to radiation from the surface with the
temperature T can be expressed as

q̇ = σsbεrd
(
T 4 − T 4

∞
)
, (5.7)

where:

• σsb = 5.67× 10−8 W
m2 K4 is Stefan-Boltzmann constant,

• εrd [−] is a surface emissivity65 and

• T∞ [K] is an environment temperature [21].66

Eq. (5.7) is called Stefan-Boltzmann law. For an ideal black body applies εrd = 1

(an ideal emitter).
The fact that every body with a temperature T 6= 0 K emits some radiation

spectrum (infra-red) is used to measure with a thermovision device, which can de-
termine a surface temperature based on a emitted infra-red radiation density and a
surface emissivity.

5.4 Initial and Boundary Conditions in Heat Trans-

fer Solution

A initial condition is a temperature field distribution inside the region at the
start of a process, so T0 = f(x, y, z, t = 0) [21].

64In case of Abaqus it is average surfaces temperature T = TA+TB

2 [6].
65It depends on the surface, colour, structure etc.
66In solving problems with radiation it is needed to set temperature in units of K.
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5.5: Heat Transfer Solution

There are several types of boundary conditions, which can be set to the region’s
border. Some of them are mentioned and described.

Dirichlet boundary condition specifies the temperature distribution on the border
in time, so T = f(x, y, z, t) [21]

Neumann boundary condition specifies the specific heat flux distribution on the
border in time, so q̇ = f(x, y, z, t) [21].

Newton boundary condition specifies the heat transfer coefficient distribution
on the border in time, so α = f(x, y, z, t) [21].

If there is no boundary condition prescribed on the border, the homogeneous
Neumann boundary condition is explicitly fulfilled, so the specific heat flux in a
surface’s normal direction has zero value.

5.5 Heat Transfer Solution

λhc
T
1

α
,
T
∞

R1

R2

L

ρ

x3

φ

Fig. 5.2: Illustra-
tive example

The temperature distribution in the closed form is possi-
ble to find only for simple domain shapes (a flat plate, a cylin-
drical/spherical solid body), simple material models (homoge-
neous, isotropic, temperature independent) and simple bound-
ary conditions. But materials can be a bit more complicated
(inhomogeneous, anisotropic-e.g. composites), what is more,
properties can be temperature dependent. In these cases and
in cases when boundary conditions and solved region shape are
complicated, it is necessary to use numerical methods to solve
differential equations. In the closed form, it is tricky to solve
transient problems.

One of the possibilities is the FEM based on the calculus of
variations, where it is possible to solver large and complicated
tasks (contact of bodies, different material types, complicated
regions, transient/steady states). What is more, it is possible
to solve particularly and fully coupled problems (see earlier). A illustrative example
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Chap. 5: Heat Transfer

follows, where a solution performed by the differential calculus and the calculus of
variations are compared.

It is a tube according to Fig. 5.2, where the temperature on a inner wall and the
heat transfer coefficient value on a outer wall are known. The heat conductivity is
constant. A steady state is considered.

R1 = 10 mm R2 = 30 mm L1 = 50 mm

λhc = 50
W

m K
α = 2× 103 W

m2 K
T1 = 300 ◦C T∞ = 20 ◦C

For solution is used Eq. (5.1b), whereas Q̇∗ = 0 a ∂T
∂t

= 0. The task is
axisymmetric, so ∂T

∂φ
= 0. There is no heat transfer in the axial direction, so ∂T

∂x3
= 0.

Because of the constant heat conductivity there has to be solve an equation

120

180

240

300

T
[◦
C
]

10 14 18 22 26 30

ρ [mm]

Differential calculus

Abaqus

Fig. 5.3: Illustrative example-results

d2T

dρ2
+

1

ρ

dT

dρ
= 0, (5.8)

what is an 2nd order ordinary homoge-
neous differential equation with incon-
stant coefficients. There is performed
a substitute w = log ρ to gain solution

T (ρ) = a0 + a1 log ρ, (5.9)

where a0 a a1 are constants of integra-
tion determined from boundary condi-
tions. The boundary conditions are

T (ρ = R1) = T1,

q̇(ρ = R2) = −λhc
dT

dρ

∣∣∣∣
ρ=R2

= α(T (ρ = R2)− T∞).

By setting the boundary conditions a solution is obtained in a shape

T (ρ) = T1 +
T1 − T∞

log R1

R2
− λhc

R2α

log
ρ

R1

. (5.10)

For the FEM solution Abaqus workbench and its solver Abaqus Standard are
used. The task is solved as planar axisymmetric, as a geometry serves a rectangle
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5.5: Heat Transfer Solution

with dimensions according to Fig. 5.2. A mesh is created by 2nd order quadrilat-
erals with a size Le = 0.25 mm. The material is homogeneous isotropic with the
heat conductivity λhc. On the edge with a coordinate x1 = R1 there is specified
"Temperature" boundary condition type with a value T1. On the edge with a coor-
dinate x1 = R2 there is specified "Surface Film Condition" boundary condition in
the „Interaction“ section. The analysis is "Steady State". Results gained from the
both methods are displayed in Fig. 5.3. There can be stated there is a negligible
difference between the methods.
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6 Build-up of Analysis Model

6.1 Units

An important step is a choice of a unit system because of its compatibility.
Abaqus as well as Ansys APDL has dimensionless number input and output. The
most often used unit systems are mentioned in Tab. 6.1.

Tab. 6.1: Compatible unit systems

Quantity Symbol kg, m, s t, mm, s

Mass m kg t

Length l m mm

Time t s

Density ρ kg
m3

t
mm3

Force F N

Stress, pressure σ, p Pa MPa

Energy, work, heat Een, W , Q J mJ

Temperature T K

Specific heat c J
kg K

mJ
t K

Heat conductivity λ W
m K

mW
mm K

Heat transfer coefficient α W
m2 K

mW
mm2 K

Thermal expansion coefficient αte K−1

1 kg
m3 = 1× 10−12 t

mm3 , 1 J
kg K = 1× 106 mJ

t K , 1 W
m2 K

= 1 mW
mm K , 1 W

m2 K
= 1× 10−3 mW

mm2 K

In this thesis unit system t, mm, s is used because of easier check of results.67

What is more, ◦C can be used as a temperature unit if the absolute zero temperature
is modified.68

67A base unit of the length for mechanical engineers is mm. Strength properties are usually
given in MPa.

68The absolute zero temperature is 0 K, a transformation between unit is TK = T◦C + 273.15.
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Chap. 6: Build-up of Analysis Model

6.2 Dimensions of Input Material

The first step is to determine dimensions of a input material, which is a circular
rod. It is based on a volume of the finished forging Vf , which can be determined
by boolean operations with primitives for simple shapes. An easier approach is to
use a created CAD model of the forging, its geometric properties (volume, surface,
centre of mass) are evaluated with an numerical integration. The volume is necessary
to be extended with a volume for the flash, a mill scales addition etc.. This can be
performed the extend volume is a multiple of the initial one

V ∗f = Vf (1 + δf ),

Fig. 6.1: Circular rod

where δf is chosen in units of %.69 The rod has to be design
to avoid buckling, this can be expressed in conservative was
as a maximal ratio of a rod’s length and a rod’s diameter

λu =
L

D
≤ 2.5. (6.1)

By expressing of the rod’s length L and by putting
into a formula for a cylinder’s volume V = πD2L

4
the rod’s

diameter is gained

dr =
3

√
4V ∗f
πλu

. (6.2)

Rods are supplied only in a specific diameter series.
Hot rolled circular rods are used most frequently, their di-
mensions with tolerances are specified e.g. in norm EN
10060. As the rod’s diameter D the closest bigger one

than the diameter calculated according to Eq. (6.2) is chosen. The rod’s length
is determined from the cylinder’s volume

L =
4V ∗f
πD2

and rounded with 1 decimal precision.

69It is necessary to pay attention to the fact that the elastic strain causes the volume change.
This change is tricky to estimate because the deformation process is very difficult and a stress
distribution is inhomogeneous, so it may be necessary to increase the material’s volume.
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6.2: Dimensions of Input Material

The whole approach described above was programmed into a GUI application
(see Fig. 6.2), created in a programming language Pascal and IDE Delphi.

Fig. 6.2: Application GUI

Dimensions of the finished forging are prescribed in a drawing vykres_vykovku.pdf
created from a CATIA CAD model. In CATIA a measuring tool was used and the
forging’s volume is Vf = 79 292.2 mm3. The addition for a flash δf = 0.03 and the
maximal length ratio λu = 2.5 were chosen. An calculation’s output is listed below.

=====UPSETTING ANALYSIS REPORT=====
Sunday 5/12/2019, 4:38:36 PM

----------INPUT PARAMETERS----------
Forging Volume: 79292.2 [mm^3]
Material Addition: 3 [%]
Requested Length Ratio: 2.5 [-]
Rod Type: EN 10060

-----------ROD PARAMETERS-----------
Rod Diameter: 35 [mm]
Rod Length: 84.9 [mm]
Length Ratio: 2.425 [-]
Status: OK

Based on the simulations, it was found out the rod’s volume was not big enough
because of the volume change caused by elastic strain and its length was extend up
to L = 89.5 mm.
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6.3 Discretization

x1

x2
L

R = D
2

(a) Geometry

(b) Mesh

Fig. 6.3: Rod

Due to the geometric shape, ties and load, the task is
solved as planar axisymmetric. This option makes solution
easier for an adaptive remeshing during straining (see fur-
ther) and a computational difficulty is decreased significantly

6.3.1 Rod

Geometry of the rod is a rectangle with dimensions
R = 18 mm and L = 89.5 mm in the plane x1x2 first quad-
rant, where the x2 axis is an axis of rotation (see Fig. 6.3a).
The dimensions are extended by thermal expansion

Mesh of the rod is composed of CAX4RT elements having
a quadrilateral shape, a linear basis function and reduced
integration for axisymmetric analysis. Each node has three
degree of freedom (displacement in a direction x1, x2 and a
temperature). Due to very simple geometry, the mesh is very
regular (see Fig. 6.3b). The element size is Le = 0.06 mm.

Because the forming processes are connected with large
deflections and changes of the shape, there occurs a distor-
tion of the elements leading to inaccurate results (mainly
in areas with large curvature changes) or a premature ter-
mination of the analysis. Because of this fact, it is necessary
to change the mesh adaptively, this is ensured by ALE70 al-
gorithm. A disadvantage is the elements/nodes contained in
a remeshing area have to create one domain in a processor
(it has to be included in one physical core). The ALE algo-
rithm is used for the whole domain, so the analysis has to be
performed with one processor’s core leading to not negligible
slowdown.71

70Arbitrary Lagrangian-Euler
71Here is the advantage of the planar discretization reducing a computational time.
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6.3: Discretization

6.3.2 Tools

Geometry of each tool is formed by a curve (see Fig. 6.4a) imported from CATIA
and considered as rigid72 Geometry of a finishing tool is extended by 1.5% because
the material shrinks during cooling. The rigid body is controlled by a reference
point where the boundary conditions are prescribed.

Mesh of the tools is composed from RAX2 linear rigid line elements (see Fig. 6.4b).
Each node has two degrees of freedom (displacement in a direction x1 and x2).73 The
element size is Le = 0.3 mm.

(a) Geometry (b) Mesh

Fig. 6.4: Tool
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Fig. 6.5: Specific heat-steel 19 552 [25]

Into the reference point of each
tool, a heat capacity (Part Engi-
neering Features Inertias Heat
capacitance) corresponding to a prod-
uct of tool’s mass and the specific
heat for the specific temperature is
prescribed. Each tool is considered
with mass 50 kg. Temperature depen-
dency of the steel 19 552 specific heat is
displayed in Fig. 6.5.

72Discrete Rigid.
73A reference node also includes a rotation around an axis x3.
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6.4 Dimensions change due to Thermal Expansion
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Fig. 6.6: Rod’s dimensions change

By using of FEM analysis a depen-
dency between a forging temperature
and a rod’s dimensions change in each
direction during a heat-up from a room
temperature was stated. The solution
was implemented by using an implicit
fully-coupled thermal analysis. The de-
pendency for the rod with dimensions
described in Sec. 6.3 is shown in Fig. 6.6.

6.5 Model of Material-Steel 12 050

As mentioned earlier in Chap. 2 and 4, it is necessary to define a se-
ries of mechanical, physical and thermomechanical properties. Their list in-
cluding path in Abaqus CAE and their settings is described below. It is also
necessary to mention a couple of points about using the model of plasticity.
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Table 1. Dependence of the initial, peak and steady-state stresses on defor-
mation conditions.

Initial, peak and steady-state stresses ( MPa)

(°C)
1 s-1 5 s-1 10 s-1

σ
o

σ
p

σ
ss

σ
o

σ
p

σ
ss

σ
o

σ
p

σ
ss

900 54 192 136 57 223 168 58 257 184

1000 50 132 90 52 173 111 53 169 121

1100 46 86 63 48 123 77 49 118 85

1200 43 68 46 45 74 57 46 87 62
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Figure 1. Isothermal flow stress curves determined with strain rates of  
a) 1 s-1; b) 5 s-1; and c) 10 s-1.
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Table 2. Evolution of the critical strain causing the onset of dynamic recrystal-
lization under the deformation conditions employed here.

Critical strain (ε
c
)

(°C) 1 s-1 5 s-1 10 s-1

900 0.51 0.65 0.66

1000 0.41 0.53 0.51

1100 0.35 0.42 0.41

1200 0.30 0.31 0.34
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Figure 2. Dependence of the work-hardening rate (θ) on the applied stress 
for the flow curves described in Figure 1.

Fig. 6.7: Flow curve for high tempera-
ture [26]

Based on experiments it was proved
that steels (mainly low alloy ones) in
higher temperatures harden from the be-
ginning, but after reaching a specific level
of strain they soften slightly because there
occurs self-propelled recrystallization due
to the high temperature. Unfortunately,
Abaqus does not include solvers able to
compile decreasing flow curve, conversely
it has to be non-decreasing74 ones. As well

as for the ductile damage, there has to be created VUMAT subroutine to implement
decreasing flow curve.75 That is why there is used the Johnson-Cook plasticity,

74This means increasing or constant.
75The softening is performed on a basis of damage parameter cumulation according to some

criterion (see earlier). There is still a non-decreasing flow curve as an input. Through this approach,
a bonded model of plasticity and ductile damage is created.
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6.5: Model of Material-Steel 12 050

which is available in Abaqus CAE workbench.
Jan Bořkovec calibrated the flow curve for steel 12 050 in his thesis. However,

there were not performed high temperature experiments to calibrate the temperature
softening exponent in Eq. (4.17a) and its value was only assumed (see p. 31 in [7]).
Constants of the calibrated curve are in Tab. 6.2.

Tab. 6.2: Johnson-Cook flow curve parameters for steel 12 050 [7]

Ajc [MPa] Bjc [MPa] njc [−] cjc [−] ˙̄εp0 [s−1] mjc [−] Tm [◦C] Tr [◦C]

375 552 0.457 0.02 0.1 1.4 1520 24

However, this calibrated material is stiffer in comparison with the values of
stress resistances mentioned in Tab. 5 on p. 10 in [16]. That is why it was necessary
to modify the value of the constant mjc for a bigger softening up to value mjc = 0.4.

Johnson-Cook ductile damage criterion is used, it’s material constants are men-
tioned in Tab. 6.3.

Tab. 6.3: Johnson-Cook ductile damage parameters for steel 12 050 [1, 27]

D1 [−] D2 [−] D3 [−] D4 [−] D5 [−]

0 1.9583 1.3824 0 0.58

• Density: General Mass Density: temperature dependent,

• Elasticity: Mechanical Elasticity Elastic: isotropic, temperature depen-
dent,

• Plasticity: Mechanical Plasticity Plastic: Johnson-Cook,

• Ductile damage: Mechanical Damage for ductile metals Johnson-Cook
damage,

• Thermal expansion: Mechanical Expansion: isotropic, temperature depen-
dent,

• Heat conductivity: Thermal Conductivity: isotropic, temperature depen-
dent,

• Inelastic heat fraction: Thermal Inelastic heat fraction: 0.9,
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Chap. 6: Build-up of Analysis Model

• Specific heat: Thermal Specific heat: constant pressure, temperature de-
pendent.

The values of the above mentioned quantities (expect Johnson-Cook plasticity
and ductile damage) are for steel 12 050 listed in *.txt files on an attached CD.
Their graphical interpretation is in Fig. 4.1 and 4.12.

6.6 Contacts

6.6.1 Interaction forging-tool

Contacts are defined in a module "Interactions" in Abaqus, where the user
chooses a pair of surfaces, which could possibly get into interaction, and assigns
properties to the contact pair defined in a module "Interaction Properties". An
advantage is, if more contact pairs have the same properties, it is not necessary to
fill them for each one as in the case of Ansys. The contacts for the axisymmetric
discretization and the explicit algorithm are defined through "Surface-to-surface
contact (Explicit)".

There is used Coulomb’s law of friction, where a frictional force
#»

F T depends
on a normal force

#»

FN according to the formula

|d #»

F T | = ff |d
#»

FN | (6.3)

where ff [−] is a friction coefficient and a direction of the frictional force is counter-
wise to the movement direction. There is not distinguished a static/kinetic friction
coefficient for simplification and it is set as a constant value. As has been mentioned
in Chap. 2, the only available algorithm for the contact solution is the penalty
method. Other methods, e.g. Lagrange multiplier method, are available only for the
implicit FEM algorithms.

Contact properties between a tool and a forging:

• Normal direction: Mechanical Normal Behaviour Pressure-Overclosure:
"Hard" Contact, Constraint enforcement methods: Default, Allow separation
after contact: Yes.

• Tangential direction: Mechanical Tangential Behaviour Friction formu-
lation: Static-Kinetic Exponential Decay, Coefficients.
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6.6: Contacts

• Heat transfer: Thermal Thermal Conductance: Tabular, use pressure-
dependency data, temperature dependent.

Value of the frictional coefficient is chosen ff = 0.4 according to [16].
Based on experiments in Heat Transfer and Fluid Flow Laboratory, a multi-

parameter linear regression function describing dependency of the film coefficient
between bodies on a temperature T , a contact pressure pc and as well as an arith-
metic average profile roughness Ra

αc(T, pc, Ra) = 9.256 44T + 168.11pc + 346, 166Ra + 0.121 614pcT−
− 10.4959pcRa − 0.61TRa − 0.009 47TpcRa, (6.4)

where T ∈ 〈300; 900〉 ◦C, pc ∈ 〈25; 100〉 MPa and Ra ∈ 〈0.8; 7.2〉 µm was calibrated
[22].

A contact pressure range is strongly limited, so in case of a higher value of
the contact pressure, the values of the film coefficient are extrapolated according to
the same formula. The exactly same approach is applied for the temperature. Its
implementation is based on creating a text file76 loaded into a table in Abaqus.77

The arithmetic average profile roughness is chosen Ra = 6.3µm.

6.6.2 Interaction forging-surrounding

Through outer surfaces of a forging, a heat transfer into surrounding through
the convection and the radiation takes place. Theirs mathematical description was
explained in Chap. 5. An implementation in Abaqus is following:

• Convection: Interactions Surface film condition Film coefficient, Sink
temperature,

• Radiation: Interactions Surface radiation Emissivity, Ambient temper-
ature.

The surface film coefficient is set to α = 20 W
m2 K

and the surface emissivity
to εrd = 0.88. The surroundings temperature for the both ways is T∞ = 24 ◦C.

76E.g. in MATLAB software.
77Dataset has to be ordered the way to make the last independent variable ascending.
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Chap. 6: Build-up of Analysis Model

For the heat transfer through the radiation, it is necessary to define the Stefan-
Bolzmann constant and in case a temperature unit is ◦C, it is necessary to change
an absolute zero temperature. This is performed in a model’s settings through the
menu: Model Edit Attributes Physical Constants Absolute zero tempera-
ture, Stefan-Bolzmann constant.

Interactions with tools (see before) are defined on all outer domain’s surfaces
except the axis of rotation. With available algorithms, it is impossible to detect
which part of the contact pair is already in the interaction. Through this surface
part, the convection and the radiation to the surroundings do not take place. Heat
fluxes caused by them are orderly lesser than heat fluxes between a forging and a
tool, so for simplification, the convection and the radiation take place during the
whole analysis.
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6.7 Boundary Conditions

There are used only displacement-based (kinematic) boundary conditions.

Tab. 6.4: Used machines parameters

Parameter Symbol
Machine

LMZ 250078 LDO 315A79

Stroke z80 [mm] 320 200
Connecting rod length lcr [mm] 1070 885
Revolve rate n [min−1] 70 44
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Fig. 6.8: Position of ram in time

Moving tools perform only a necessary
part of theirs trajectory to decrease a time of
calculation. Let us consider the ∆h distance
between an initial and a final position, where
a ram’s deflection is maximal. Based on pa-
rameters mentioned in Tab. 6.4 there can be
determined a time required to overcome the
distance ∆h by using Cosine formula

l2cr = x2
h + r2

cs + 2rcsxh cos (ωt) (6.5)

according to Fig. 3.12 on p. 37 and with this
there can be stated am initial time ti and a final time tf

ti =
1

ω
arccos

(
l2cr − (lcr + rcs −∆h)2 − r2

cs

2rcs (lcr + rcs −∆h)

)
, (6.6a)

tf =
Tω
2

=
2π

2ω
=

30

n
, (6.6b)

where Tω [s] is a period. A graphical interpretation of above mentioned knowledges
is in Fig. 6.8.

78z = 2rcs.
79Vertical forging crankpress.
80Trimming press.
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Chap. 6: Build-up of Analysis Model

A time range 〈ti; tf〉 defines a time between zero load up to its maximal value.
It is necessary to add some time for a smooth unload and release an elastic strain
energy. Due to the shape complexity, the forces in boundaries are assured to ne zero
after ending a step. It sufficient is if the force at the end of the step is orderly lower
than the maximal force. There appears a negative effect during a reverse movement
of the tool. Contact surfaces are not separated properly (see Fig. C.1 on p. 127).
The problem could not be eliminated by change of contact settings.

In case it is necessary to set a boundary condition (force-based or displacement-
based) as time dependent, an amplitude in Abaqus has to be used serving as a
multiplier of a set boundary condition value according to

val(t[i]) = valin · amp(t[i]).

There are 2 options for time variable setting for the amplitude in Abaqus. STEP
TIME is a default option and time values in the amplitude are related to a time
measured through a step, which has zero value at the beginning of each step. In
comparison, TOTAL TIME measures the time from an analysis beginning and has a
cumulative character regardless to a number of steps [6]. In this thesis, the default
settings STEP TIME is used, but it is necessary to norm time values to zero, this
means

t[i] = t[i]− t[0] for ∀i = 0, 1, . . . .

The easiest way to set the amplitude is through tabular discrete values in the
time with a linear interpolation, this creates a multi-linear curve.81

Now it is necessary to chose a controlling kinematic quantity. Their time run-
ning through one period is plotted in Fig. 6.9a.82

81Other possibilities to set the amplitude are available on http://130.149.89.49:2080/v6.
11/books/usb/default.htm?startat=pt07ch32s01aus110.html#usb-prc-pamplitude in [6].

82Formulas are taken from Chap. 3.3.2, Eq. 3.4a up to 3.4c on p. 38.
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6.7: Boundary Conditions
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Fig. 6.9: Kinematic quantities

Displacement is not really inappropriate. Its running has a large curvature close
to a dead position, so there are required a lot of points for a good approximation.
The main disadvantage are its derivatives (piecewise constant of the first derivative
and Dirac’s pulses for the second one), this can lead to numerical instability.

Velocity is the most appropriate one. Its running around the dead position is very
close to the linear one, so the approximation is precise with a lowe number of points
(see Fig. 6.9b). There applies a homogeneous initial condition for the displacement
(x0 = 0). The discontinuity appears only in the first derivative in tabular points.

Acceleration is the most appropriate in terms of connection, because of the fact
that the second derivative of the displacement is continuous. As well as for the
displacement, it is necessary to use more points for the sufficient approximation.
What is more, there does not apply homogeneous initial conditions for the velocity
(ẋ0 6= 0), so an implementation is a bit tricky.

An amplitude creation for an Abaqus input is again programmed in a form
of the GUI application in Pascal and IDE Delphi (see Fig. 6.10). Its output is txt
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Chap. 6: Build-up of Analysis Model

files containing 2 columns and a number of rows corresponding to a number of the
division.

Fig. 6.10: Crank press amplitude GUI application

There is used the axisymmetric discretization, so it is not necessary to prescribe
any additional boundary conditions for the rod’s domain, because a u1(x1 = 0) = 0

condition is fulfilled automatically and the rest of conditions is contacts with the
tools. However, in some cases some nodes on the axis of rotation changed their
radial coordinate, because of very large deflections and the hourglassing. Because
of this fact, the condition u1(x1 = 0) = 0 was prescribed and this negative issue was
suppressed.83 Boundary conditions allow tools to move only in a rod axial direction.

6.8 Initial Conditions

Initial conditions are related only to a temperature and they are defined in Pre-
definied Fields Other Temperature. There is considered a homogeneous tem-
perature distribution in a rod. Temperature is also defined for each tool, where the
initial condition is prescribed into a reference point. An initial temperature for a
rod is T = 1000 ◦C, for upsetting and trimming tools T = 20 ◦C and for other tools
T = 250 ◦C.

83Components of a node displacement vector u are denoted by a symbol ui [m].
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6.9 Series of Operations

The following description is related to settings of each piecewise analysis, this
means solved time range, time stepping, adaptive meshing, tool’s kinematics def-
inition, results storage etc. An analysis of type Temp-Disp, Explicit, so fully
coupled thermal-stress analysis solved explicitly, is used for a solution. Large de-
flections (NLGEOM) are considered for a solution. An adaptive meshing is used only
during forming phases. A double precision is used because of a high amount of time
increments.

6.9.1 Upsetting (Operation 1)

The first operation serves to reduce input material’s height for blocking.
In Fig. 6.11a is displayed an initial configuration of tools. An tool’s upper part
is moved from the initial position about a distance of ∆h = 53 mm for time
t
.
= 0.1073 s. A time step of a solution is set as ∆t = 1.5× 10−7 s, what is reached

by a mass scaling. During this time range twenty sub-results into a result file are
stored. An adaptive meshing takes place after each five time increments.

(a) Initial position
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Fig. 6.11: Upsetting

An unload follows, it runs through during a time t = 0.0038 s with the same
time step. During this time range five sub-results into a result file are stored. After
finishing this operation it is appropriate to let an inhomogeneous temperature field
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Chap. 6: Build-up of Analysis Model

to level off, this means in a global scale ∂T
∂t
→ 0. Simulations proved, that a time

range t = 0.2 s is long enough. Because there are not expected any large deformation
changes, this interval is split into more sub-intervals with a stepwise increasing time
step up to value ∆t = 6× 10−7 s to an analysis speed-up. A dependency of a velocity
amplitude is displayed in Fig. 6.11b.

6.9.2 Blocking (Opeation 2)

A blocking operation serves to a shape change from a barrel, which is a typical
result of the upsetting operation (see Fig. 6.12a), to a shape close to a final one.
An upper tool’s part is moved about a distance of ∆h = 22.8 mm for time t .

=

0.068 93 s. In comparison with the previous operation, a time step was reduced
to ∆t = 1× 10−7 s because bigger material’s motion and more complicated shape
changes are expected. Results storage and adaptive meshing settings are same as
in the previous operation.
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Fig. 6.12: Blocking

An unload follows, which is due to more complicated geometry extended up
to time t = 0.015 s with the same time step. There are again saved five sub-
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results during this time interval. As well as in case of the previous operation, the
same procedure follows to level off a temperature field. A dependency of a velocity
amplitude is displayed in Fig. 6.12b.

6.9.3 Finishing (Operation 3)

Thereafter, the final shape of the forging is created. An upper part of the tool
is moved from it’s initial position (see Fig. 6.13a) about a distance of ∆h = 4.3 mm

for a time t .
= 0.029 58 s. A solution takes place with the same time step as a

blocking operation while the results storing and the adaptive meshing settings are
preserved.
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Fig. 6.13: Finishing

The unloading process is identical to the previous operations.
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6.9.4 Trimming (Operation 4)

A flash is removed during trimming in a way that a punch pushes the forging
towards a trimming tool (see Fig. 6.14a). As it is mentioned in a schematic figure,
a punch is moved in a indicated direction about a distance of 11 mm for a time
t
.
= 0.0976 s. A time increment is reduced to ∆t = 7.5× 10−8 s to reduce the impact

of mass-scaling on the direction and the rate of crack propagation. An adaptive
meshing is not necessary during a trimming operation anymore. Hundred results
are saved to create a detailed history of a crack propagation direction and rate. A
velocity amplitude dependency is displayed in Fig. 6.14b.
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Fig. 6.14: Flash trimming

An additional information about contacts is necessary to be mentioned. An
element elimination method used for a crack propagation leads to creation of new
surfaces. That is why it is necessary to define a contact pair, where one part of a
pair is formed of trimming tool edges and the second one is formed of mesh entities.
Element edges/surface are usually chosen as mesh entities and in this way a "surface
to surface" contact type is created. However, it is possible to chose only one direction
of a normal for common edge of two neighbour elements in Abaqus when a planar
elements are used for discretization. This is why a "node to surface" contact type
is necessary to be chosen and define a contact between trimming tool edges and an
area of nodes, where a crack should probably propagate.
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7 Results

7.1 Simulation without Ductile Damage

In this part of the thesis are considered influences of input material dimensions
and it’s initial temperature on an equivalent plastic strain ε̄p and a temperature T
fields. All combinations of used dimensions and initial temperatures are mentioned
in Tab. tab. 7.1.

Tab. 7.1: Combinations of input material dimensions and temperatures

Input material84 Initial temperature [◦C]

∅36− 89.5

900

1000

1100

∅38− 82.5

900

1000

1100

All analysis were performed with settings mentioned in Chap. 6, they were
terminated after reaching a final position of a tool during a finishing operation for
saving of time, so there were not performed an unload and a temperature field level
off. It is necessary to add, that a coarser mesh was necessary to use for an input
material with a diameter 38 mm because of problems with an adaptive meshing, so
results cannot be in some areas compared properly because of a different number
of elements.

Deformed shaped after each operation displayed schematically in Sec. 6.9, are
displayed in Fig. 7.1a up to 7.1c after expanding of a planar geometry into a 3D space.
Further, three chosen combinations from Tab. 7.1 are compared chronologically after
each operation. In conclusion, a time dependencies of force in a rod axial direction
for all tools are compared for all combinations.85

84Denotation: diameter-length, dimensions in mm.
85A force in an axial direction should represent a forming force.
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(a) After upsetting (b) After blocking

(c) After finishing

Fig. 7.1: Deformed shapes
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7.1: Simulation without Ductile Damage

7.1.1 Upsetting

Results of an equivalent plastic strain ε̄p and a temperature T after upsetting are
displayed in Fig. 7.2 up to 7.4. It is visible from displayed results that there is present
no hourglassing in a range of an acquired deformation. A hourglassing often causes
a local steep growth of a strain. If we aim at an area around a barrel axis in a middle
of it’s length, so differences in values of an equivalent plastic strain are given just
by an initial rod length, because a final barrel length is same for all combinations.86

As for a temperature field, there are only small differences in a qualitative aspect. A
difference in a maximal temperature change in the rod ∅36 and ∅38 for temperature
1000 ◦C is probably given only by a difference in a value of an acquired plastic strain.
A significant difference is visible for the rod ∅36 and a initial temperature 1100 ◦C

because a temperature time variation ∂T
∂t

is dependent on thermal material properties
according to Eq. (5.1a) which are strongly temperature dependent..
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Fig. 7.2: Results after upsetting-rod ∅36, temperature 1000 ◦C

86As previously said in Chap. 6, a deformation caused by a temperature is involved geometry
yet and there is zero strain state at a process beginning of a forming process.
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Fig. 7.3: Results after upsetting-rod ∅36, temperature 1100 ◦C
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Fig. 7.4: Results after upsetting-rod ∅38, temperature 1000 ◦C
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7.1.2 Blocking

Larger shape changes and larger deformations occur during a blocking oper-
ation, which would lead without an adaptive meshing to an analysis termination
(see Fig. C.2). Nevertheless there occur a local growth of strain with no visible
reasons (e.g see Fig. 7.6). A running of strain in an element with a maximal ac-
quired value of strain is displayed in Fig. 7.5. It is visible from the graph, that a
steep growth of strain occurs paradoxically during an unload phase, which should
be purely elastic.

Fig. 7.5: Running of strain in element

There could be an explanation that originally square elements were deformed
into rectangles with a big ration of sides, which do not describe properly a stiffness
distribution over an element. What is more, a hourglassing can appear because of a
reduced integration and it is visible more or less in all solved combinations. A mate-
rial thermal expansion has minority influence because a contact pressure decreases
with a stepwise decreasing load, which has influence on an intensity of transferred
heat in a contact. This leads to a quite fast levelling off of temperatures on surfaces
with a temperature inside a forging. All these effects are supported by a high mass-
scaling necessary for reaching a required time increment size, so inertia forces may
occur locally.

In comparison with the rod ∅36, an effect of a steep strain growth around an
axis does not occur for the rod ∅38. On the other hand there is visible a large
strain growth in a flash area with a visible mesh degradation. This is caused be-
cause of almost half amount of elements (259 200) used for a solution because an
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adaptive meshing algorithm crashed during a blocking operation with the same mesh
refinement. Because of bigger elements a mass-scaling is decreased too, so this could
be an explanation for a reduced strain growth in elements around a forging axis.
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Fig. 7.6: Results after blocking-rod ∅36, temperature 1000 ◦C
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Fig. 7.7: Results after blocking-rod ∅36, temperature 1100 ◦C
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Fig. 7.8: Results after blocking-rod ∅38, temperature 1000 ◦C
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7.1.3 Finishing

Results after a finishing operation are similar to results after a blocking oper-
ation in a qualitative aspect. On the other hand it is necessary to point out some
important facts. The first one is a comparison of maximal value of strain in Fig. 7.6
and 7.9. We can see that value after a blocking operation is higher than after a fin-
ishing one. This absolutely contradicts a definition of acumulative equivalent plastic
strain (see Eq. (4.11) on p. 46) is characterized by that ˙̄εp(t) ≥ 0, where t ∈ 〈0; ta〉.
This phenomenon is caused by that an acquired value of strain is slightly changed
by an adaptive meshing.

The second one is a steep strain growth in the rod ∅38 on a forging axis, which
occurred in the other cases already after a blocking operation due to a hourglassing
and a mass-scaling. In this case the growth occurs during a straining phase, what
is more, a mesh is regular for the whole time with no visible hourglassing, so results
should not be influenced by it. A question is if this high level of strain does not
cause a continuity break-up and if a crack appears. A conclusion can be stated
after checking an evolution of a stress triaxiality η in an area with a high strain that
a continuity break-up should not appear because a stress triaxiality is significantly
negative for the whole time (η < −2). According to figures in Sec. 4.3.2 a fracture
strain has high value in this area or a stress state is in a cut-off region if a criterion
contains it.
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Fig. 7.9: Results after finishing-rod ∅36, temperature 1000 ◦C
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Fig. 7.10: Results after finishing-rod ∅36, temperature 1100 ◦C
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Fig. 7.11: Results after finishing-rod ∅38, temperature 1000 ◦C
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The other dangerous places are regions, where a material which has to overcome
filleted surfaces (grey areas in figures under outer surfaces of a forging) occurs. Areas
around a preforged hole has a lower value of strain, so a strain value is written only
for outer diameters.

7.1.4 Forming forces

In Fig. 7.12 up to 7.14 are displayed evolutions of a reaction force in an axial
direction for non-moving parts of tools. In all graphs is visible a fact that time
axes for the rod ∅36 and ∅38 are different. As previously said in Sec. 6.7, moving
parts of tools move along only necessary part of their trajectory, which is given by a
distance between an initial and a final configuration ∆h. This distance influences a
process duration according to Eq. (6.6a) and (6.6b) on p. 77. Because a final barrel
height is the same for both diameters and the rod ∅38 is shorter, so a time required
for an upsetting is shorter too.
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Fig. 7.12: Evolution of axial force during upsetting

It is visible from Fig. 7.12 that a temperature T has more significant influence
on a force magnitude, an influence of a diameter for the same temperature is not as
big.
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7.1: Simulation without Ductile Damage

A similar trend is visible in Fig. 7.13. A higher sampling frequency should
be considered for results saving according to that more complicated shape changes
and a motion of material occur during a blocking operation. However, result files
consumed about 7.8 GB for the rod ∅36, respectively about 5.7 GB for the rod ∅38

with settings mentioned in Sec. 6.9. So it would be tricky to store so much data
for all analysis with a higher sampling frequency.
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Fig. 7.13: Evolution of axial force during blocking

A trend that an axial decreases with increasing temperature T is not visible
properly for the rod ∅38 any more. An evolution for the rod ∅38 and a the tem-
perature 1000 ◦C can be zkreslen by a low sampling frequency, because some local
extrema may be situated between two neighbour existing samples. A result for the
rod with the same diameter and a temperature 1100 ◦C is surprising too, where a
force is maximal for the diameter 38 mm. A possible explanation is that a force,
decreased because of a decreased stiffness due to a higher temperature, was com-
pensated because bigger volume compression was needed. Volumes for all solved
combinations are mentioned in Tab. 7.2.
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Tab. 7.2: Input material volume

Input material Initial temperature [◦C] Rod volume after heating [mm3]

∅36− 89.5

900 94 287.1

1000 94 919.3

1100 95 566.2

∅38− 82.5

900 96 837.8

1000 97 488.7

1100 98 154.0

In comparison with the rod ∅36, volumes for the rod ∅38 are bigger, because
else a total fill of a die was not acquired, meanwhile a tool size was the same for all
combinations. This means that a higher ratio of diagonal components was present
in an elastic strain tensor εe for the rod ∅38. These components have influence on a
volume change during straining (see Sec. 4.1 on p. 43).
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Fig. 7.14: Evolution of axial force during finishing
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7.2 Simulation with Ductile Damage

A combination of the rod ∅38 and 1000 ◦C is solved now only, where an evolu-
tion of a damage parameter according to Johnson-Cook ductile damage criterion is
observed how a forming goes on.

A damage parameter field after upsetting (see Fig. 7.15) is very similar to
an equivalent plastic strain field in Fig. 7.2 on p. 87. This is because there are
no significant changes of quantities characterizing stress state (here only η), which
influences a fracture strain according to Eq. (4.23) on p. 55
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Fig. 7.15: Damage parameter after upsetting
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A situation after blocking (see Fig. 7.16) is slightly different. If we omit a
maximum nearby a forging axis, which is probably caused by a hourglassing (see
Sec. 7.1.2), then a high value is visible by outer diameters of a forging.
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Fig. 7.16: Damage parameter after blocking

100



7.2: Simulation with Ductile Damage

This is caused by motion of material over a filleted surface with a smaller fillet
radius than preforged holes have. This causes a steep growth of strain, however a
damage parameter given by Eq. 4.24 on p. 55 is also dependent on an evolution
of a fracture strain. The second aspect is a rubbing on die surfaces, which causes a
significant shear stress. A simple shear stress is situated in η− ξ coordinate system
in point [0; 0], where a resistance of material against damage cumulation is in general
smaller than in compression stress state, which was dominant during upsetting.

However, elements were not eliminated because the condition Djc = 1 was not
fulfilled. An elimination of elements would mean an initiation of surface cracks and a
subsequent stress concentration. Furthermore, two cases may occur. The first one
is that cracks might propagate and could lead on up to failure during a forming or a
subsequent service. The second one is that a crack stops.

Values in above described areas do not change significantly during finishing (see
Fig. 7.17) and a part continuity was not broken up. However, some elements were
eliminated in an area of a flash as can be seen in the figure. However, a redundant
material is situated in this area, which is subsequently removed by trimming (see
Sec. 3.3.2).

In Fig. 7.18 on p. 103 is displayed a damage parameter in area of a fracture
surface where a large distortion of elements is visible. As was shown yet in a thesis
[28], the Johnson-Cook criterion is not the most inappropriate for simulations of pro-
cesses with damage where a shear stress state is dominant. In Fig. 7.19 on p. 104 is
displayed an expanded deformed shape after trimming of a flash

In Sec. 2.5.1 was mentioned a tolerated amount of an artificial energy Ea.87 An
evolution of an internal energy Ei and a ratio of mentioned energies is displayed
in Fig. 7.20 on p. 104. It is visible from a graph that a mentioned condition is
fulfilled.

87Energy caused by a hourglassing.
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Fig. 7.17: Damage parameter after finishing
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Fig. 7.18: Fracture surface
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Fig. 7.19: Deformed shape after trimming of flash

0

10

20

30

E
i
[m

J
]

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7

t [s]

×106

0

10

20

30
E

a

E
i
[%

]

×10−2

Ei

Ea

Ei
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104



8 Conclusion

8.1 Summarization

This thesis is aimed on a FEM simulation of a closed-die forging process belong-
ing into a group of bulk forming methods. It’s a strongly non-linear problem from an
aspect of solid mechanics because it’s bonded with large deflections (mainly plastic),
non-linear behaviour of material (large plastic strain, important temperature depen-
dency) and large non-stationary contacts (friction, cooling in close surrounding of
contacts leading to a local stiffness change).

In an introductory part is a reader acquainted with motivation leading to an
origin of this thesis and its targets. Follows a description of a solved problem, an
evaluation of essential variables incoming into a solution, a method’s choice and its
short description. There is also shown a concrete mechanical part, which a spur gear
from a car gearbox

After this there are three chapters focused more theoretically, but serve to
understand the context and patterns connected to the solved problematics, especially
possibilities and limits of a closed-die forging technology (see Chap. 3), constitutive
laws for metal based solid substances (especially iron) and characteristics of material
required for a solution (see Chap. 4) and in conclusion patterns for heat transfer
in solid substances, between solid substances and their surroundings and between
bodies in a contact (see Chap. 5).

For the whole thesis is the most important Chap. 6, where is in detail described
a procedure how to create a computational model in a software Abaqus CAE, which
serves to create an input file for FEM solver of the mentioned software. There have
been created within this chapter auxiliary programs in IDE Delphi and a language
Pascal making easier to gain inputs for the computational model. There has been
chosen an explicit solver for all forming simulations from these reasons

1. Beyond the thesis has been a will to simulate flash trimming after a finish-
ing operation. An element elimination method serving for a crack initiation
and propagation in solid bodies is available only for the explicit solver, an
implicit solver terminates after eliminating a couple of elements.
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2. An author expected large deflections and shape changes connected with the
bulk forming become unmanageable for the implicit solver and the forming
terminates before a final phase. The explicit solver is also better because of a
large amount of contacts in this analysis.

3. A fine time stepping which is a condition for a stability of an explicit algorithm
(see Sec. 2.5.1) makes better to solve strongly non-linear problems of the solid
body mechanics.88

4. On simulation basis has been found out for fully coupled thermal-structural
analysis solved by the implicit algorithm doesn’t work a heat transfer between
a deformable body and a "Discrete Rigid" body type. This problem has been
discussed with a support of a software provide, however it hasn’t been solved.

8.2 Future Works

• Make experiments to calibrate flow curve for temperatures up to ca. 1200 ◦C.

• Design and calibrate ductile damage criterion which depends on a stress tri-
axiality η (see Eq. (4.19) on p. 53), a normalized third invariant of deviatoric
stress tensor ξ (see Eq. (4.20b) na str. 54) and a temperature T , e.g. extend
KHPS criterion by a temperature dependency.

• Assess a solution possibilities of the similar forming problems type with the
implicit algorithm

• Try a closed-die forging simulation on a 3D geometry.

• Assess an influence of a finite stiffness of dies and a formign machines on a
final forging’s deformation.

88A very small time step has also some risks (rounding error).
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List of Most Frequent
Abbreviations and Symbols

Latin Abbreviations and Symbols

Sign Unit Description Note
Ajc [Pa] Flow curve Johnson-Cook constant
Bjc [Pa] Flow curve Johnson-Cook constant

c
[

J
kg K

]
Specific heat

cjc [−]
Strain rate hardening exponent
(coefficient)

C1,...,4 [−]
Xue-Wierzbicki ductile damage
criterion material constants

dr [m] Calculus rod diameter (6.2), p. 68
D [m] Rod diameter

D1,...,5 [−]
Johnson-Cook ductile damage
criterion material constants

Dab [−]
Damage parameter according to
criterion ab

4.3.2, p. 53

eeng [−] Engineering strain
etrue [−] True strain
ff [−] Friction coefficient
E [Pa] Young’s modulus, tensile modulus
G [Pa] Shear modulus (4.2b), p. 43

∆h [m]
Distance between an initial and a
final position

J [−] Volume ratio (A.3), p. 118
K [Pa] Bulk modulus K = E

3(1−2ν)
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lcr [m] Connecting rod length
L [m] Rod length
mjc [−] Temperature softening exponent
n [min−1] Revolve rate

njc [−]
Flow curve Johnson-Cook strain
hardening exponent

nsh [−]
Xue-Wierzbicki ductile damage
criterion strain hardening exponents

N1,...,6 [−]
Bai-Wierzbicki ductile damage
criterion material constants

p, q, r [Pa] Stress invariants
(4.14c), p. 47; (4.14d),
p. 47; (4.20c), p. 54

pc [Pa] Contact pressure

P1,...,5 [−]
KHPS ductile damage criterion
material constants

Q̇∗
[

W
m3

]
Internal heat sources

rcs [m] Crank radius of a crankshaft

Ra [µm]
Arithmetical mean deviation of the
assessed profile

seng [Pa] Engineering stress
strue [Pa] True stress
S [m2] Actual cross-section size
S0 [m2] Initial cross-section size
t [s] Time
∆t [s] Time increment
∆tc [s] Critical time increment (2.3), p. 24
tf [s] Final time of a process (6.6b), p. 77
ti [s] Initial time of a process (6.6a), p. 77
T [K] Actual temperature
Tm [K] Melting temperature
Tr [K] Room temperature
T∞ [K] Environment temperature
T ∗ [−] Homological temperature (4.17c), p. 50
Tω [s] Period
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List of Most Frequent Abbr. and Symbols

v [m3] Deformed volume
V [m3] Undeformed volume
Vf [m3] Forging volume
V ∗f [m3] Extended forging volume
xi [m] Deformed configuration coordinates

xh [m]
Piston position of a crank
mechanism

(3.4a), p. 38

Xi [m]
Undeformed configuration
coordinates

z [m] Crank mechanism stroke
C [−] Right Green-Cauchy strain tensor (A.4), p. 118

Dσ [Pa]
Deviatoric component of a stress
tensor

(4.14b), p. 47

Dεp [−]
Deviatoric component of a plastic
strain tensor

(4.7), p. 45

EL [−] Green-Langrange strain tensor (A.9), p. 119
Etr [−] True (logarithmic) strain tensor (A.12), p. 120
F [−] Deformation gradient (A.1), p. 117
Fe [N] External forces matrix
Fi [N] Internal forces matrix (2.5), p. 25
I [−] Second order identity tensor
M [kg] Mass matrix
q̇

[
W
m2

]
Specific heat flux (5.5), p. 60

R [−] Revolve tensor
U [m] Displacement matrix (2.6b), p. 25
Us [−] Right stretch tensor
Vs [−] Left stretch tensor

CAE
Complete Abaqus Environment,
Computer Aided Engineering

FEM Finite Element Method

IDE
Integrated Development
Environment

VUMAT Vectorised User MATerial
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Greek Symbols

α
[

W
m2 K

]
Heat transfer coefficient

αc
[

W
m2 K

]
Conductance

αte [K−1] Temperature expansion coefficient
δf [−] Addition to forging volume
δij [−] Kronecker delta
∆ [m−2] Laplace operator ∆ = ∂2

∂x2i

εrd [−] Surface emissivity
ε̄f [−] Fracture strain 4.3.2, p. 53
ε̄p [−] Cumulative equivalent plastic strain (4.11), p. 46
˙̄ε0p [s−1] Reference plastic strain rate
ε̇∗p [−] Dimensionless plastic strain rate (4.17b), p. 50
η [−] Stress triaxilatity (4.19), p. 53
θ [rad] Lode angle (4.20a), p. 54
θ̄ [−] Normalised Lode angle (4.21), p. 54
λhc

[
W

m K

]
Heat conductivity

λl [Pa] Lamé constant (4.2a), p. 43
λu [−] Rod length ratio λu ≤ 2.5

Λ
[

J
m3 = Pa

]
Strain energy density (A.13), p. 122

µ [−] Lode parameter (4.20d), p. 54
ν [−] Poisson’s ratio

ξ [−]
Normalised third invariant of the
deviatoric stress component

(4.20b), p. 54

ρ [m]
Cylindrical/spherical coordinate
system coordinate

ρd
[

kg
m3

]
Density

σ1, σ2, σ3 [Pa] Principal stress (4.1), p. 43
σeq [Pa] Equivalent stress
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σsb
[

W
m2 K4

]
Stefan-Boltzmann constant σsb = 5.67× 10−8 W

m2 K4

σu [Pa] Ultimate stress
σy [Pa] Yield stress
σ̄ [Pa] von Mises equivalent stress (4.14d), p. 47
ϕ [rad] Crankshaft revolve angle

φ [rad]
Cylindrical/spherical coordinate
system coordinate

Φ [Pa] Yield function (4.3), p. 44

ψ [rad]
Spherical coordinate system
coordinate

ω
[

rad
s

]
Angular velocity

εe [−] Elastic strain tensor
εp [−] Plastic strain tensor
σ [Pa] (Cauchy) stress tensor
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A Tensors for Large Deflections

A.1 Strain Tensors

A.1.1 Deformation Gradient

A deformation gradient F is used for a transformation between deformed
and undeformed geometry and its components are defined as

Fij =
∂xi
∂Xj

, (A.1)

and in general it s unsymmetric, so it has nine independent components. Its com-
ponents are non-zero even for a rigid body rotation, so the deformation gradient
cannot be a measure of a strain [18].

X2

X1
A B

CD

dX1

d
X

2

A’

B’

C’

D’

u1 dx1

u1 +
∂u1

∂X1
dX1

u
2
+

∂
u
2

∂
X

2
d
X

2

u
2

∂
u
2

∂
X

1
d
X

1

∂u1

∂X2
dX2

d
x
2

Fig. A.1: Elementary element deformation [18]

So there is performed a polar decomposition defined as

F = RUs = VsR, (A.2)

where:
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Chap. A: Tensors for Large Deflections

• Us [−], respectively Vs [−] is a right, respectively a left stretch tensor and

• R [−] is a rotation matrix applying to det(R) = 1 [18].

The stretch tensors and the rotation matrix are symmetric now, moreover the rota-
tion matrix is orthogonal, so R−1 = RT . The deformation gradient also quantifies
a volume change during a deformation

dv

dV
= J = det(F) = det(Us) [18, 29, 30]. (A.3)

It is possible to use the deformation gradient to express several strain tensor, which
are symmetric and the rigid body motion is not included.

A.1.2 Right Cauchy-Green Strain Tensor

Right Cauchy-Green Strain Tensor is defined by formulas

C = FTF = U2
s, (A.4)

eventually in an index notation

Cij = FkiFkj [18, 29, 30]. (A.5)

In the solid mechanics, there is a big significance of its invariants defined in a prin-
cipal coordinate system as

IC1 = λ2
1 + λ2

2 + λ2
3 = λ2

k, (A.6a)

IC2 = λ2
1λ

2
2 + λ2

1λ
2
3 + λ2

2λ
2
3 =

λ2
iλ

2
j (1− δij)

2
, (A.6b)

IC3 = λ2
1λ

2
2λ

2
3 = det(C) = J2 [31]. (A.6c)

These invariant have a big significance mainly in a hyperelastic theory, where the
invariant are used to express a strain energy density Λ. It is necessary to mention
that Eq. (A.6a), (A.6b) a (A.6c) apply for incompressible or almost incompressible
materials.89 In the opposite case, it is necessary to use deviatoric components of
principal stretches λ̄i for which applies

λ̄i =
λi
3
√
J

[31]. (A.7)

89The material can be considered as incompressible if K > 100G, where K = E
3(1−2ν) [Pa] is a

bulk modulus.
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A.1: Strain Tensors

A.1.3 Green-Lagrangian Strain Tensor

In the solid mechanics, there is used mostly a Lagrangian continuum mechanics
description when trajectories of all mesh nodes are observed. A mass motion is
bonded with a mesh nodes motion. There is used a Green-Lagrangian strain tensor
in the Lagrangian continuum mechanics description expressed as

EL =
1

2

(
U2
s − I

)
=

1

2
(C− I) , (A.8)

respectively in components from a displacement field

EL
ij =

1

2

(
∂ui
∂Xj

+
∂uj
∂Xi

+
∂uk
∂Xi

∂uk
∂Xj

)
, (A.9)

where ∂
∂Xi

is a change from initial configuration [18, 30]. The Green-Lagrange
Strain Tensor expresses a deformation againt an initial geometry.

A.1.4 Eulerian-Almansi Strain Tensor

Eulerian continuum mechanics description is used mostly in the fluid mechanics,
where the mass motion is not bonded with the mesh motion, but the mesh is fixed in
space. There is used an Eulerian-Almansi strain tensor in the Eulerian continuum
mechanics description expressed by formulas

EA =
1

2

(
I−U−2

s

)
=

1

2

(
I−C−1

)
, (A.10)

respectively in components from a displacement field

EA
ij =

1

2

(
∂ui
∂xj

+
∂uj
∂xi
− ∂uk
∂xi

∂uk
∂xj

)
, (A.11)

where ∂
∂xi

is a change from actual configuration [18, 30].

A.1.5 Hencky Strain Tensor

Components of a Hencky Strain Tensor are better known as true/logarithmic
strain. Its increment is defined as a deformation increment related to an actual
deformation

dEtr =
dl

l
.
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Chap. A: Tensors for Large Deflections

By integration there can be gained a formula for the true strain

Etr =

ˆ l

l0

dζ

ζ
=
[

ln |ζ|
]l
l0

= ln
l

l0
= lnλ.

By generalizing there can be gained a formula for a strue strain tensor Etr as

Etr = logUs =
1

2
logC [18, 31]. (A.12)

The true strain tensor is in the most common cases used to represent FEM results.
For non-diagonal components engineering shear strains

γij = 2εij, i 6= j

are used. This might be very important for writing user subroutines, be-
cause a strain increment gained from a FEM solver differs for Abaqus/Standard
and Abaqus/Explicit subroutines as is shown below.

(∆ε11; ∆ε22; ∆ε33; ∆ε12; ∆ε23; ∆ε13)T : Abaqus/Explicit VUMAT

(∆ε11; ∆ε22; ∆ε33; ∆γ12; ∆γ23; ∆γ13)T : Abaqus/Standard UMAT

L0

L

lim
λ→∞

Etr = ∞
lim
λ→∞
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lim
λ→∞

EL = ∞
lim
λ→∞

eeng = ∞
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lim
λ→0

EA = −∞
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EL = −0,5
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eeng = −1
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]
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λ→∞
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λ→∞
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λ→0

Etr = −∞
lim
λ→0

EA = −∞
lim
λ→0

EL = −0,5

lim
λ→0

eeng = −1

L0

L

Fig. A.2: Comparison of strain definitions

120



A.2: Stress Tensors

A.2 Stress Tensors

A.2.1 Cauchy Stress Tensor

A Cauchy stress tensor σ is mostly used form to represent stress, because its
definition is a force related to an actual deformed area, so it has a clear physical
principle. Another advantage realted is that it is a symmetric tensor, so applies

σij = σji

and this tensor has six independent components [18, 31, 29, 30]. This tensor is
mostly in an output in results of FEM analysis.

A.2.2 First Piola-Kirchhoff Stress Tensor

As well as the tensor mentioned above, First Piola-Kirchhoff stress tensor P

has a clear physical principle and it is a force related to an initial undeformed area.
Its big disadvantage is asymmetry for big deflections, so it has all nine components
independent. In this way, uniaxial tensile tests for materials based on metals are
usually evaluated (see Sec. 4.2.3) [18, 31, 29, 30].

A.2.3 Second Piola-Kirchhoff Stress Tensor

A motivation to define Second Piola-Kirchhoff stress tensor S was elimination
of tensor P asymmetry. The next motivation was to gain an energetically conjugated
pair (see further) with the Green-Lagrangian strain tensor EL (see Sec A.1.3). On
the other hand, this tensor has no physical principle, its a modified force related
to an initial undeformed area [18, 31, 29, 30].

Tab. A.1: Conversion formulas for stress tensors [30]

Output

Input
σ P S

σ 1
J
PFT 1

J
FSFT

P JσF−T FS

S JF−1σF−T F−1P
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Chap. A: Tensors for Large Deflections

A.3 Energetically Conjugated Tensors

Energetically conjugated tensors are such pairs of stress tensor Tσ and a strain
tensor Tε, the double dot product of which gives an internal energy density Λ

Λ =
1

2
(Tσ : Tε) . (A.13)

Among the energetically conjugated tensors pairs belongs e.g. the Green-Lagrangian
strain tensor EL and the second Piola-Kirchhoff stress tensor S, the Eulerian-
Almansi strain tensor EA and the Cauchy stress tensor σ and more. In the solid
mechanics, where dominates the Lagrangian continuum mechanics description, the
first mentioned pair is used.
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B Geometry Creation

B.1 Mechanical Part

There was a effort to determine parameters of a transmission and individual
gears, where a module, a profile angle, a unit profile shift etc. belong. A reverse
transmission scheme is displayed in Fig. B.1.

a
w
1
2

aw23

aw13
1

2

3

1 – Pinion
2 – Idler
3 – Gear

Fig. B.1: Reverse transmission scheme

A symbol awij denotes an axis distance between gears i and j. Axis distances
mentioned below were determined based on a measurement of a gearbox cover where
shafts are mounted.

aw13 = 65 mm aw12 = 47.6 mm aw23 = 76.6 mm

Transmission parameters and profile parameters of individual gears are stated
in Tab. B.1. These parameters were estimated based on further measurements90

and subsequent calculations.
90Span measurement of teeth, measurement over pins/balls.
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Chap. B: Geometry Creation

Tab. B.1: Gearbox F17 reverse transmission parameters

Quantity Denotation Pinion Idler Gear
Diametral pitch91 DPn

[
1
in

]
11.75

Number of teeth zg [−] 13 29 43
Helix angle β 0°
Profile angle αn 24°30′

Unit profile shift xps [−] 0.966 0.16 −0.7025

Unit addendum h∗a [−] 0.9 1 0.9

Unit dedendum h∗f [−] 1.25 1.15 1.25

Unit root fillet r∗f [−] 0.25 0.3 0.25

The assembly of all gears composing a reverse transmission is displayed
in Fig. B.2. A drawing of a gear is situated on an atteched CD in a file
R_gear_machining_drawing.pdf.

Fig. B.2: Reverse transmission assembly

91A module is used in countries using the metric system, expressed from a diametral pitch
as mn = 25.4

DPn
.
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B.2: Forging

B.2 Forging

It was necessary to determine, which surfaces are important for a functionality.
These surfaces are denoted by a red colour (see Fig. B.3a) and so it is necessary
to put them on a machining addition according to Tab. B.2 (a used value is under-
coloured in this table). In Fig. B.3a are also surfaces denoted by a blue colour. They
are not functional, but their surface is better than it would be achievable by forging.
So an addition only 1.0 mm is used. Surfaces denoted by a thick line and a black
colour are not machined. A forging as an envelope body is displayed in Fig. B.3b.

(a) Surfaces for machining (b) Envelope body

Fig. B.3: Reverse transmission spur gear

The drawings are attached on the CD in subsequent files:

• forging: R_gear_finishing_drawing.pdf,

• preforging: R_gear_blocking_drawing.pdf.
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Chap. B: Geometry Creation

Tab. B.2: Machining additions-common construction [13]

Dimensions in mm

The biggest forging height

over 25 40 63 100 160 250 400

up to 25 40 63 100 160 250 400 630

T
he

bi
gg
es
t
di
am

et
er
,m

ea
n
va
lu
e

of
w
id
th

an
d
le
ng

th
of

a
fin

al
pr
od

uc
t

pe
rp
en
di
cu
la
r
to

a
st
ri
ke

di
re
ct
io
n

over up to Machining additions

25 1.5 1.5 2.0 2.0 2.0

25 40 1.5 2.0 2.0 2.0 2.5 2.5

40 63 2.0 2.0 2.0 2.5 2.5 2.5

63 100 2.0 2.0 2.5 2.5 2.5 3.0 3.5

100 160 2.0 2.5 2.5 2.5 3.0 3.5 3.5

160 250 2.5 2.5 2.5 3.0 3.5 3.5 4.0 4.5

250 400 2.5 2.5 3.0 3.5 3.5 4.0 4.5 5.0

400 630 2.5 3.0 3.5 3.5 4.0 4.5 5.0 5.5

630 1000 3.0 3.5 3.5 4.0 4.5 5.0 5.5 6.0

Tab. B.3: Edge fillet radii [13]

Dimensions in mm

Height (depth) h
Edge fillet radii for ratio

h
f
≤ 2 2 < h

f
≤ 4 h

f
> 4

over up to r R r R r R

25 2 6 2 8 3 10

25 40 3 8 3 10 4 12

40 63 4 10 4 12 5 20

63 100 5 12 6 20 8 25

100 160 8 20 8 25 16 40

160 250 12 30 16 45 25 65

250 400 20 50 25 75 40 100

400 630 30 80 40 120 65 150
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C Appendix to Results
A problem was described in Chap. 6 that some contact surfaces are not fully

separated in an unload phase. The consequences of this error can be seen in Fig. C.1,
where one node stays sticked to a tool, a distortion of nearby elements and strain
growth occur. According to a small range of a corrupted area, a significant change
of rod stiffness does not occur and a distortion does not cause solution termination.

(a) Under full load (b) After unload

0,0037

0,1322

0,2606

0,389

0,5175

0,6459

0,7744

0,9028

1,0312

1,1597

1,2881

1,4166

1,545

ε̄p [−]

Fig. C.1: Contact (non)separation
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Chap. C: Appendix to Results

Furthermore, there was a effort to use the whole processor power and so a solu-
tion without an adaptive meshing was performed with increased number of elements
(662 110 in comparison with 459 648). As one can see in Fig. C.2, a mesh was dam-
aged enough by a distortion of many elements mainly nearby contacts with tools, at
the end of a blocking operation. So a solution could not continue and it was prema-
turely terminated. A possible solution would be to increase the number of elements
even more, however, this solution is unrealistic for purposes of this thesis because
one analysis could take a couple of weeks, perhaps even a couple of months. This
implicates that adaptive meshing is unconditionally necessary to realize analysis to
their final phase.

Fig. C.2: Distortion of elements without adaptive meshing
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