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Abstract: Manual segmentation of cartilage tissue in micro CT images of mouse embryos is a very 

time-consuming process and significantly increases the time required for the research of mammal 

facial structure development. It is possible to solve this problem by using a fully-automatic seg-

mentation algorithm. In this paper, a fully-automatic segmentation method is proposed using a 

convolutional neural network trained on manually segmented data. The architecture of the propo-

sed convolutional network is based on the U-Net architecture with its encoding part substituted for 

the encoding part of the VGG16 classification convolutional neural network pre-trained on the 

ImageNet database of labelled images. The proposed network achieves average Dice coefficient 

0.88 in comparison to manually segmented images. 
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1 INTRODUCTION 

X-Ray micro-computed tomography (μCT) is an imaging method capable of capturing image data 

with high spatial resolution in the range of micrometres. In the research of mammal craniofacial 

development, mouse animal models are prevalent. The nasal capsule of mouse embryos in their 

15th day of development can be measured in the range of millimetres. For this reason, μCT might 

be considered suitable for non-destructive analysis of these embryos [1]. However, using μCT for 

analysis of soft tissues also brings some challenges. 

An essential step before any further analysis is segmentation of the cartilage tissue. Insufficient 

contrast between cartilage and surrounding tissues in μCT images makes the use of automatic seg-

mentation algorithms very difficult. In order to achieve the desired accuracy, the cartilage is in 

most cases being segmented manually by experts. This manual segmentation is a very time-

consuming process. In this paper, a fully-automatic segmentation method is proposed using a con-

volutional neural network trained on a database of manually segmented data. This network seg-

ments the cartilage in 2D slices of the 3D CT data of mouse embryo. The accuracy of the proposed 

automatic segmentation approach is then evaluated in comparison to manually segmented images. 

2 CONVOLUTIONAL NEURAL NETWORKS IN IMAGE SEGMENTATION 

A commonly used convolutional neural network architecture for binary segmentation of 2D images 

is the U-Net architecture [2]. It consists of an encoding part and a decoding part. In the encoding 

part of the network architecture, feature maps extracted from input images are being repeatedly 

downsampled by using max-pooling layers with ReLU-activated convolutional layers in-between. 

In the decoding part, the feature maps are upsampled to the size of input by transpose convolution 

layers. The feature maps from the encoding part are also copied and merged with respective feature 

maps from the decoding part for better preservation of spatial features of the input images.  
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3 METHOD 

While the U-Net by itself can be trained on smaller datasets, more accurate segmentation can be 

achieved by using weights pre-trained on large image databases [3]. The encoding part of the U-

Net architecture is very similar to the encoding part of VGG16 classification neural network [4]. 

We used this similarity and substituted the U-Net encoder with VGG16 encoder with its weights 

pre-trained on the ImageNet database of labelled images [5]. The U-Net decoder was then accor-

dingly modified to be symmetrical to the VGG16 encoder. 

A problem that had to be solved in order to train the neural network successfully was the large size 

of images. The height and width of the segmented μCT slices are in the range of thousands of pi-

xels. To utilise GPU acceleration of the training process, all feature maps extracted from one batch 

of images must fit in the GPU memory. That makes training on full-resolution images with reaso-

nable batch size impossible on most available hardware. 

As a solution to this problem, a downsampling pre-processing step was introduced. First, the voxel 

intensity values of each sample are standardised with the mean in 0 and standard deviation 1. The 

neural network architecture requires all input images to be the same size. Because of the variable 

size of images from different measurements, the images and their respective ground-truth segmen-

tation masks were cropped or padded with zeros to size 1792x1280 pixels. The images were then 

downsampled four times while the ground truth segmentation masks remained the original size. To 

compensate for this downsampling step, two additional convolutional blocks were added at the end 

of the neural network architecture with transposed convolution layers in-between. This means that 

the final feature maps are upsampled four times and the output of the neural network has the same 

dimensions as the input before downsampling. This makes training much faster, memory require-

ments lower and acts as a form of regularisation. The network architecture is shown in Figure 1. 

 

Figure 1:  Architecture of the proposed segmentation neural network 

Another important matter to consider were augmentations of the training dataset. The micro-CT 

images of mouse embryos vary in some important aspects. Probably the most substantial is the ori-

entation of the scanned mouse embryo in space. To improve the sample orientation variability in 

the training dataset, three augmentation techniques were utilised: rotation with a random degree 

from range from -25° to 25°, horizontal flip and combination of horizontal flip and random rotati-

on. The probability of application of each of the transformations on a particular image is 0.14. With 

the probability of 0.58, no transformation is applied. 
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The proposed neural network and all secondary functions were implemented in Python 3.6.5 with 

Tensorflow-GPU 1.8.0 and Keras 2.2.0 libraries. The training and testing were done on a PC with 

Intel Core i7 950 CPU, GeForce GTX 980 Ti GPU and 16 GB RAM. The total number of CT sli-

ces in the training database was approximately 7000 (around 1200 from each sample). The network 

was trained with mini-batches of 4 images for 10 epochs. We used Tversky loss function [6] desig-

ned specifically for datasets, where the volume of the segmented object is much lower than the vo-

lume of background. Adam [7] was chosen as the optimisation algorithm. 

4 RESULTS 

To evaluate the accuracy of the proposed segmentation method we used a leave-one-out cross-

validation method on 7 samples. Dice coefficient was then used for quantitative comparison of the 

automatically segmented mask and respective ground-truth manual segmentation. The average Di-

ce of all samples is 0.8797 ± 0.0385. Figure 2 shows contours of both the ground-truth manual and 

the proposed automatic segmentation in a selected slice. We can see that our neural network 

follows the cartilage tissue in the CT slice accurately. 

 

Figure 2:  Automatic (green) and manual (red) segmentation of cartilage in a selected slice 

5 CONCLUSION 

The convolutional neural network architecture developed in this work provides segmentation 

masks with the accuracy needed for further analysis of cartilage in micro CT images of mouse em-

bryos. This was demonstrated by comparing the results of the automatic segmentation with manual 

segmentation, where the accuracy achieved is almost 88 % according to the Dice coefficient. 

While the segmentation can be considered good, as demonstrated by the high Dice coefficient, the-

re are still some problems to be solved. The segmentation of parts of the cartilage, where the con-

trast between the cartilage and the surrounding tissue is almost non-existent, is not perfect. Another 

issue is the number of false positives, which are manifested as specks in the finished segmentation. 

Both problems might be solved by training the neural network on a larger database of CT images 

and utilising some more advanced augmentation techniques. 

The ability to quickly and automatically segment cartilage tissue in new data will prove useful for 

fast evaluation of the cartilage development without the need of the time-expensive user input. Fi-

gure 3 shows a 3D model created from 2D binary automatically segmented masks without any 

further post-processing. The whole segmentation process took roughly 2 minutes on the available 
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hardware, which is a great improvement over the 10 hours it takes an expert to segment the nasal 

capsule cartilage manually. 

 

Figure 3:  3D model created from 2D automatically segmented cartilage masks 
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