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Abstract. A covert communication system is proposed
in this study, in which a non-zero mean Gaussian sequence
is used as a random carrier and its mean is modulated by
a covert binary bit. The aperiodic transmitted signal ex-
hibits the same statistical characteristics as the ambient noise
to confuse an eavesdropper. The received signal is multi-
plied with the pseudo-random sequence synchronized with
the transmitter to recover these positive and negative mean
Gaussian sequence. The sample mean estimator and hard
decision are used to determine the covert message, and ac-
cordingly, theoretical bit error rate in additive white Gaus-
sian noise channel is also derived. Simulation results are
very consistent with the theoretical derivation. The proposed
system works in the physical layer with the advantages of sim-
ple structure, strong concealment, good BER performance
and very suitable for low-cost, resource-limited and low-rate
transmission devices.
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1. Introduction
Recently, the five generation communication and be-

yond have attracted much attentions [1], in which many key
technologies have been proposed, such as the HetNet [2],
massive MIMO [3], cognitive network [4] and vehicular com-
munications [5]. Moreover, the future wireless communica-
tion introduces new demands, i.e., higher requirements of
ultra-low latency, ultrahigh efficiency, ultra-high reliability
and ultra-high density connection, etc. Driven by potentially
great market and huge profit, wireless devices are deployed
quickly and are affecting every aspect of the world. In the

meantime, the massive use of wireless devices will expose
new vulnerabilities in system security and bring more chal-
lenging privacy and reliability issues. In our study, we focus
on the issue of information security.

It is generally believed that the Secure Socket Layer
(SSL) protocol developed by Netscape uses data encryption
technology to ensure that data will not be intercepted and
eavesdropped during the transmission process on the net-
work. However, there are two main drawbacks with using
SSL to ensure data security. On the one hand, encryp-
tion only prevents unauthorized parties from decoding the
communication. Further, the protocol-based security mech-
anisms may be insufficient to secure communication with
advances in emerging hardware and software technologies.
Unfortunately, most standard security solutions designed for
enterprise systems may be not suitable for many Internet
of Things (IoT) devices because of the limited resources of
these low-cost IoT terminals. On the other hand, in many
cases the simple existence of communication or a change in
communication mode, such as an increase in the frequency
of messages, is sufficient to cause suspicion and reveal the
onset of events [6].

The covert communication technology with signal cam-
ouflage has become a research hotspot. The method of covert
communication is to hide the very existence of the commu-
nication, i.e., an eavesdroppers can detect or intercept the
presence of communications with very low probability. Sal-
berg in [7], [8] proposed an artificially generated noise-like
stochastic process shift keying (SPSK) to achieve digital se-
curity communication system. Specifically, during each bit
interval, a realization of the stochastic process X0(t) to rep-
resent logic ‘0’ whereas a realization of another stochastic
process X1(t) to represent logic ‘1’. In order to achieve the
purpose of confusing the eavesdropper, the two stochastic
processes in SPSK method try to have the same statistical
characteristics as the ambient noise.
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Due to the complicated electromagnetic propagation
environment generated by natural and human-made sources,
many wireless communications systems, such as Wi-Fi, cog-
nitive radio, cellular and LTE, are rapidly becoming interfer-
ence limited [9]. In a multi-user network with the power-law
path loss, studies including theoretically derived in [10–12]
and actually measured in [13], [14] showed that the aggre-
gate multiple access interference might result in a α-stable
distribution. The characteristic exponent α of a stable distri-
butions sequence modulated by a covert binary bit to achieve
a secure communication is proposed in [15]. Further, the
received signal is demodulated by the logarithmic moments
based characteristic exponent estimator to recover the binary
message, and the optimal decision threshold and the mini-
mum BER are also derived in [16]. However, the waveform
of the α-stable distribution sequence of different characteris-
tic exponent has significant difference in time domain, which
is easy to be detected by eavesdroppers. In [17], a covert
method utilizing the random signals with skewed α-stable
distributions exhibiting antipodal characteristics to encode
the binary information is proposed. However, this method
requires strict synchronization, which is difficult to imple-
ment in practice.

There is no doubt that additive Gaussian noise is the
most commonly used noise model in communication sys-
tems. Xu et al. in [18] proposed a covert communication
scheme, in which the correlation coefficient of two consecu-
tive Gaussian sequences is modulated by a covert bit. How-
ever, a large number of samples is needed to obtain a good
correlation coefficient estimation. In this study, we propose
a new covert communication scheme, in which the transmit-
ted waveform modulated by the covert bit is statistically sim-
ilar to the Gaussian channel noise to achieve security. The
proposed scheme on the physical layer protects the header
within each packet as well the data, whereas the encryption
algorithm on the application layer only protects the data.
More importantly, the proposed scheme has a simple struc-
ture and is easy to implement on IoT devices with limited
resources.

The paper is organized as follows. In Sec. 2, a covert
communication scheme using the mean of a Gaussian noise
sequence modulated by a covert binary bit is proposed. In
Sec. 3, both the probability density function (PDF) of the
mean estimator and the corresponding theoretical bit error
rate (BER) in additive Gaussian white noise (AWGN) chan-
nel are derived. To evaluate the performance of the proposed
communication system, we present many Monte Carlo sim-
ulation results in Sec. 4 and draw our concluding remarks in
Sec. 5.

2. Covert Communication Scheme
In many communication scenarios, ambient noise can

reasonably be assumed to obey the normal distribution. If the
transmitted signal is statistically consistent with the ambient
noise, the eavesdropper can not distinguish it to achieve the

purpose of covert communication. In this section, we first
put forward a covert communication system using normal
distributions with non-zero mean, then demonstrate that the
transmitted signal under certain conditions follows a normal
distribution with zero mean, which is statistically consistent
with the assumed ambient noise.

2.1 Proposed Covert Communication System
In the proposed covert communication system, as shown

in Fig. 1, the binary message b ∈ {0,1} is encoded by the
mean parameter of the normally distribution noise generator.
Specifically, in each bit period Tb , if the message bit is logical
‘b’, then an independent identically distribution (i.i.d) Gaus-
sian sequence of length n, {xi, i = 1,2, · · · ,n}, is generated
by the noise generator. The sequence {Xi} follows a nor-
mal distribution with mean (−1)bμ and variance σ2, denoted
as X ∼ N ((−1)bμ,σ2) , where μ and σ are real numbers
greater than 0. Similarly, the pseudo-random generator gen-
erates a bipolar equiprobability pseudo-random sequence of
length n, {mi, i = 1,2, · · · ,n}, its probability distribution is
listed as Pr(mi = −1) = Pr(mi = +1) = 1

2 . The pseudo-
random sequence can be either fixed or variable within each
bit period. After multiplying the non-zero mean normal ran-
dom sequence {xi} with the pseudo random sequence {mi},
i.e., the sequence {si = mi xi, i = 1,2, · · · ,n} is transmitted
to the channel. In the following Sec. 2.2, it is demonstrated
that the transmitted signal S follows a normal distribution of
zero mean under certain conditions.

From the description of the covert transmitter, it can
be known that the transmitted signal is observed to exhibit
the same statistical characteristics as the ambient noise. In
other words, the mean of the transmitted signal is 0 regard-
less of whether the covert bit is ‘0’ or ‘1’. The transmitted
noise sequence is shown in Fig. 2 together with the random
covert bit stream with the sample length n = 100 in each bit
period. Normally distribution noise has a mean of 0.8 and
a standard deviation of 1, i.e., μ = 0.8, σ = 1, and the Gener-
ator polynomial of the pseudo-random generator is: [7 6 0].
Comparing subfigures (b) and (c) in Fig. 2, it can be seen that
the modulated sequence in each bit period has a significant
deviation from 0, while the transmitted sequence after being
multiplied by the pseudo-random sequence has an obvious
symmetry about 0.

In the receiver, the received sequence {ri, i =

1,2, · · · ,n} is multiplied by a bipolar equiprobability pseudo-
random sequence {mi, i = 1,2, · · · ,n}, which is perfectly
synchronized with that of the transmitter. The sample
mean estimator is used to estimate the mean of the samples
{yi = rimi, i = 1,2, · · · ,n} with length of n,

μ̂ = h([y1, y2, · · · , yn]) (1)

and the hard decision is used to determine the covert bit

b̂ =

{
1, μ̂ ≥ 0
0, μ̂ < 0

(2)
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signal from the ambient noise to achieve the purpose of 
covert communication. In this section, we first put forward 
a covert communication system using normal distributions 
with non-zero mean, then demonstrate that the transmitted 
signal under certain conditions follows a normal distribu-
tion with zero mean, which is statistically consistent with the 
assumed ambient noise.

and the hard decision is used to determine the covert bit

b̂ =

{
1, μ̂ ≥ 0
0, μ̂ < 0

(2)

mean parameter of the normally distributed noise generator.

From the above description of the proposed covert 
transmitter, it can be known that the transmitted signal is ob-
served to exhibit the same statistical characteristics as the 
ambient noise. In other words, the mean of the transmitted 
signal is 0 regardless of whether the covert bit is ‘0’ or ‘1’. 
The transmitted noise sequence is shown in Fig. 2 together 
with the random covert bit stream with the sample length 
n = 100 in each bit period. The normally distributed noise 
has a mean of 0.8 and a standard deviation of 1, i.e.,  = 0.8, 

 = 1, and the Generator polynomial of the pseudo-random 
generator is: [7 6 0]. By comparing Fig. 2(b) from Fig. 2(c), 
we fi nd that the modulated sequence in each bit period has 
a signifi cant deviation from 0, while the transmitted sequence 
after being multiplied by the pseudo-random sequence has 
an obvious symmetry about 0.

The remaining parts of this study are organized as fol-
lows. In Sec. 2, a covert communication scheme using the 
mean of a Gaussian noise sequence modulated by a covert 
binary bit is proposed. In Sec. 3, both the probability density 
function (PDF) of the mean estimator and the corresponding 
theoretical bit error rate (BER) in additive white Gaussian 
noise (AWGN) channel are derived. To evaluate the perfor-
mance of the proposed communication system, we present 
many Monte Carlo simulation results in Sec. 4 and draw our 
concluding remarks in Sec. 5.
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In the following subsection, the probability density function
of the transmitted signal S is derived. More importantly, on
this basis, we obtain the condition for the signal S to obey the
normal distribution with zero mean.

b ∈ {0, 1}

b̂ ∈ {0, 1}

M ∈ {−1,+1}

X ∼ N ((−1)bμ, σ2) S

R = S +WY

M ∈ {−1,+1}

μ̂

Fig. 1. Block diagram of the proposed covert communication
system.
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(b) Modulated noise sequence, X ∼ N((−1)bμ, σ2)
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(c) Transmitted sequence S

Fig. 2. Covert bit stream, modulated signal and transmitted sig-
nal in time domain, where the length of each bit sequence
n = 100, the mean μ = 0.8 and the variance σ2 = 1 of
the normal distribution noise.

2.2 PDF of the Transmitted Signal
In this subsection, we first give the probability density

function of the transmitted signal in the form of theorem, and
then we demonstrate that the approximate PDF under certain
condition is very close to the exact PDF from two aspects
of Kullback-Leibler (KL) divergence and relative error. The
approximate PDF shows that the transmitted signal S can be
reasonably considered to be a normal random variable with
zero mean.

Theorem 1 Let M ∈ {+1,−1} be a discrete random variable
of equal probability, i.e., Pr(M = +1) = Pr(M = −1) = 1

2 .
Let X be a continuous random variable and its probability
density function be fX (x). Further, M and X are independent
of each other. If let S = M X , then S is a continuous random
variable and its corresponding PDF, fS(s), is given by

fS(s) = 1
2
( fX (s) + fX (−s)) . (3)

Proof 1 The distribution function of the random variable S
is

FS(s) = Pr(S ≤ s) = Pr(X M ≤ s)
= Pr(M = 1,X ≤ s) + Pr(M = −1,X ≥ −s)
= Pr(M = 1)Pr(X ≤ s |M = 1)+

Pr(M = −1)Pr(X ≥ −s |M = 1)

=
1
2

∫ s

−∞
fX (x)dx +

1
2

(
1 −

∫ −s

−∞
fX (x)dx

)
.

(4)

The derivative of the distribution function is its probability
density function, i.e., the PDF of S is

fS(s) = d
dy

FS(s) = 1
2
( fX (s) + fX (−s)) . (5)

Moreover, fS(s) is symmetrically distributed about S = 0
since fS(−s) = fS(s).

In particular, when X is a random variable of normal
distribution with non-zero mean μ and standard deviation σ,
denoted as X ∼ N(μ,σ2), i.e., the PDF of X is

fX (x) = 1√
2πσ

exp
(
−(x − μ)

2

2σ2

)
, (6)

the PDF of the corresponding transmitted signal S is

fS(s) = 1
2

(
1√

2πσ
e−

(s−μ)2
2σ2 +

1√
2πσ

e−
(s+μ)2

2σ2

)
. (7)

Let k be the mean-to-standard-deviation ratio (MSR),
which means the ratio of the mean μ to the standard deviation
σ of the normal distributed random variable X , i.e.,

k =
μ

σ
. (8)

From the following two aspects of Kullback-Leibler di-
vergence and relative error, it is shown that when the MSR k

of the normally distributed random variable X, i.e.,
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is less than 0.4, the random variable S can be considered to
be normally distributed with zero mean. Specifically, when
0 < k ≤ 0.4, fS(s) can be approximated by the PDF gS(s) of
a normal distribution, i.e., gS(s) � fS(s), and gS(s) is given
by

gS(s) = 1√
2πσS

e
− s2

2σ2
S (9)

where σ2
S is the variance of S and σ2

S = μ
2 + σ2.

2.2.1Kullback-Leibler Divergence
For distributions P and Q of a continuous random vari-

able, the Kullback-Leibler divergence [19] is used to measure
in statistics that quantifies how close P is to an approximated
distribution Q. The Kullback-Leibler divergence of Q from
P is defined to be

DKL(P | |Q) =
∫ ∞

−∞
p(x) log

p(x)
q(x)dx (10)

where p(x) and q(x) denote the densities of P and Q. Here,
we use the KL divergence to measure the exact PDF and ap-
proximate PDF of the random variable S, that is, how close
(7) and (9) are. Their KL divergence is

DKL (gS(s), fS(s)) =
∫ ∞

−∞
gS(s) log

gS(s)
fS(s) ds

=

∫ ∞

−∞

1√
2π
√

1 + k2σ
e−

s2
2(1+k2)σ2 ×

log
2√

1+k2 exp
(
− s2

2(1+k2)σ2

)
exp

(
−(s−kσ)2

2σ2

)
+ exp

(
−(s+kσ)2

2σ2

) ds

x=s/σ
=======

∫ ∞

−∞

1√
2π
√

1 + k2
e−

x2
2(1+k2) ×

log
2√

1+k2 exp
(
− x2

2(1+k2)
)

exp
(
−(x−k)2

2

)
+ exp

(
−(x+k)2

2

) dx .

(11)

The equation (11) shows that the KL divergence only depends
on the MSR k, not on the variance σ2. It means that the KL
divergence is the same whether the variance of the noise
X is large or small. Unfortunately, there is no closed-form
analytical expression to the (11). Therefore, the numerical
integration is used to calculate the value of the (11), as shown
in Fig. 3. It can seen that the KL divergence increases with
increasing the MSR k. More importantly, when k is greater
than 0.2, the KL divergence increases very quickly. Specifi-
cally, the KL divergence is equal to 3.3×10−5 when k = 0.4,
and drops substantially to 1.8 × 10−7 when k = 0.2. There-
fore, when the MSR k is less than 0.4, it can be reasonably
considered that the random variable S = M X obeys the nor-
mal distribution with zero mean. Furthermore, the variance
of the random variable S is obtain easily by

E
[
S2] = E [

X2]
E
[
M2] = μ2 + σ2 (12)

where E[X] is the expectation of the random variable X .
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Fig. 3. Kullback-Leibler divergence between the exact PDF and
approximate PDF of the random variable S.

2.2.2Relative Error
The relative error is an important role to quantify the

accuracy of an approximation expression. In particular, the
relative error η is defined to be

η =
fS(s) − gS(s)

fS(s) × 100% =
(
1 − gS(s)

fS(s)
)
× 100%

=
����1 −

2√
1+k2 exp

(
− s2

2(1+k2)
)

exp
(
−(s−k)2

2

)
+ exp

(
−(s+k)2

2

) ��� × 100% .
(13)

Similar to the KL divergence, the relative error η is also
independent of the standard deviation σ of the noise X .

The relative error curves of the random variable S in
the range of [0,3σS] is plotted in Fig. 4 where the MSR k is
from 0.1 to 0.4 with step 0.1. Note that the functions fS(s)
and gS(s) are even symmetric with respective to s = 0, it is
easy to know that the relative error η is also even symmetric.
Hence, only the curves with s ≥ 0 are plotted.
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Fig. 4. Relative error between the exact PDF and approximate
PDF of the random variable S.
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According to the “3σ” criterion of the normal distri-
bution, the probability of 99.7% falls within the range of
[−3σS,3σS]. It can be seen from the figure that the maxi-
mum relative error is within 6%, this approximation is ac-
ceptable. In particular, the smaller the MSR k, the better the
approximation. For examples, the maximum relative error
is within 2% when the MSR k = 0.3, while the maximum
relative error is significantly reduced to 0.4% when k = 0.2.

2.3 Receiver
The output after the additive white Gaussian noise chan-

nel is
R = S +W = M X +W (14)

where W is the AWGN with zero mean and σ2
W variance, i.e.,

W ∼ N(0, σ2
W ). In this study, the signal-to-noise ratio (SNR)

is defined as the ratio of the average power of the transmitted
signal to the average power of the additive white Gaussian
noise, i.e.,

r =
σ2
S

σ2
W

=
μ2 + σ2

σ2
W

=
(1 + k2)σ2

σ2
W

. (15)

Referring to the proposed covert communication sys-
tem shown in Fig. 1, let M ′ be the pseudo-random sequence
on the receiver, then the input of the mean estimator is

Y = M ′R = M ′M X +U =

{
X +U, sync
U, out-sync

(16)

where U = M ′W . The PDF of U can be obtained from
Theorem 1, given by

fU (u) = 1√
2πσW

exp

(
− u2

2σ2
W

)
. (17)

It means that M ′W and W have the same PDF, that is, M ′W
is also a normal random variable with zero mean.

In this study, a shortened part of m-sequence or Gold se-
quence is chosen as pseudo-random sequence. Specifically,
according to Theorem 1, the only requirement for a random
sequence is that the sequence is equal probability. When the
sequence length is long enough, for example, the length n is
100, 200, or 400, this condition is easily satisfied. According
to their properties of autocorrelation and cross-correlation,
the expression M ′M = 1 holds when the pseudo-random
generator of the receiver is synchronized perfectly with that
of the transmitter, while M ′M is approximately zero when
they are out of sync. Therefore, if the eavesdropper’s pseudo-
random sequence is out of sync with the transmitter’s, then
the input of the mean estimator, Y , does not have any in-
formation on the modulated signal X . The corresponding
result is that the eavesdropper cannot obtain the covert bits.
Obviously, from a security perspective, the more frequent
the pseudo-random sequence changes, the better the security.
For example, both parties in a legal communication have GPS
devices. Both parties agree to change the mask of the random

generator every second according to the GPS time. In this
case, the eavesdropper is more difficult to intercept the covert
communication.

3. Performance Analysis
In this section, we will derive the expression of the

mean estimator μ̂ as well as its PDF. Combined with the hard
decision in (2), bit error rate of the proposed communication
system is obtained.

3.1 Mean Estimator and its PDF
Suppose the pseudo-random generator of the receiver

has been synchronized with the transmitter, the sequence
after the additive white gaussian noise channel is {ri, i =
1, · · · ,n}, and then multiply it with the synchronous bipo-
larity pseudo-random sequence {mi, i = 1, · · · ,n} to obtain
the {yi = miri, i = 1, · · · ,n} sequence. The sample mean
estimator is used to estimate the mean of the samples {yi},
given by

μ̂ =
1
n

n∑
i=1

miri =
1
n

n∑
i=1

(xi + miwi) . (18)

Accordingly, the mean of the estimator is

E[μ̂] = 1
n

n∑
i=1
E [xi + miwi] = (−1)bμ , (19)

and its variance is

σ2
μ̂ = E

[
μ̂2] − E2 [μ̂] = σ

2 + σ2
W

n

=
σ2

n

(
1 +

1 + k2

r

)
.

(20)

Note that both the random variables xi and miwi follow
a normal distribution, specifically, xi ∼ N((−1)bμ,σ2) and
miwi ∼ N(0, σ2

W ). Therefore, the estimator follows a normal
distribution with its PDF given by

f (μ̂) = 1√
2πσμ̂

exp

(
−
(
μ̂ − (−1)bμ)2

2σ2
μ̂

)
. (21)

3.2 BER
The derivation of the theoretical bit error rate in AWGN

channel is as follows. The PDF of the mean estimation is
given in (21), and then combined with the hard decision
in (2), the error bit rate (BER) of the proposed communica-
tion system is

ρ =
1
2

Erfc
������

μ√
2(σ2+σ2

W )2

n

����� 
=

1
2

Erfc
����
√

n
2

k√
1 + 1+k2

r

��� 
(22)

and then multiplies it with the synchronous bipo-
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where the complementary error function is define as
Erfc(z) = 2√

π

∫ ∞
z

e−t2 dt.

It can be seen from (22) that the bit error rate ρ can be
reduced by increasing the number of bit samples n and the
mean of the noise sequence μ (or MSR k), as well as increas-
ing the signal-to-noise ratio r . However, the increasing of
sampling number n lead to the decrease of bit transmission
rate. Increasing the mean value of the noise generator means
increasing the transmitting power of the covert signal, thus
reducing the concealment of the system.

It can be seen from Fig. 5 that in case of low SNR,
the BER is relatively high, that is, the Gaussian noise of the
channel has a great influence on the estimator. On the other
hand, when the SNR is relatively large, e.g., r = 25 dB, there
is an error floor, that is, no matter how high the SNR is, the
BER can no longer be further reduced. This is because when
the SNR approaches infinity, it is the ideal channel, so the
error floor is the bit error rate of the ideal channel, which is
equal to 1

2 Erfc
(√

n
2 k

)
. Moreover, when the SNR is less than

0, that is, the transmitted signal power is lower than the chan-
nel noise power, the requirement of a given BER can also be
achieved as long as the number of samples per bit period n is
large enough (the transmission rate of covert bits is reduced
as a side effect). For example, if the system requires a BER
of 10−3, the SNR can be as low as −4 dB when the sample
length n = 300 and MSR k = 0.3.

4. Monte Carlo Evaluation
To verify whether the transmitted signal S is consistent

with the normal distribution, simulation is used to examine
the normal probability plot of the signal S, and the result
using the MATLAB’s normplot function is shown in Fig. 6.
The plot has the sample data displayed with the plot sym-
bol ‘+’. Superimposed on the plot is a line joining the first
and third quartiles of the sample data (a robust linear fit
of the sample order statistics). The purpose of introducing
the normplot function in the study is to evaluate how close
the random variable is to the normal distribution. If the
sample data are normal, the plot will be linear. Other distri-
butions will introduce curvature in the plot. Figure 6 shows
that the transmitted signal is completely normally distributed.
Therefore, in a covert binary bit period, although the output
sequence of the noise generator is a normal distribution of
non-zero mean, it is approximately a normal distribution of
zero mean after multiplying with bipolar pseudo random se-
quence. In this way, the transmitted signal containing covert
information is statistically consistent with the ambient noise,
which is modeled as a normal distribution with zero mean.
Therefore, it is difficult for an eavesdropper to distinguish
whether the received signal is a transmitted signal contain-
ing covert bits or ambient noise, which makes the proposed
covert communication system highly concealed.

Next, the sample autocorrelation function (ACF) is used
to illustrate the aperiodic nature of the transmitted signal, as
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Fig. 5. Theoretical BER under different bit period samples n and
MSR k in AWGN channel.
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Fig. 6. Normal probability plot of the random variable S.

shown in Fig. 7, where the number of the samples n = 100
in each bit period. The ACF is used to detect the correlation
between samples of the transmitted signal {si, i = 1,2, · · · }.

According to [20], the formula for the autocorrelation
for lag i is

ri =
ci
c0

(23)

where ci = 1
n

∑n−i
l=1 (sl − s)(sl+i − s) and s is the mean of

the sequence {si, i = 1,2, · · · }. In Fig. 7, the largest lag is
4 times the sample length, and the periodicity of the trans-
mitted signal is still not observed. Therefore, the message
is camouflaged in the time domain by avoiding intruder to
establish correlation.

Next, we focus on the value of MSR, which is a key
parameter. The following example indicates that the trans-
mitted signal no longer follows the normal distribution when
the value of MSR is large (e.g. k = 1). As shown in Fig. 8(a),
the PDF curve is almost flat within the range of [−0.5,0.5].
This indicates that when the MSR k = 1, the transmitted
signal no longer obeys the normal distribution. Furthermore,
simulation is used to examine the normal probability plot
of the received signal, and the result using the MATLAB’s
normplot function is shown in Fig. 8(b).The received signal
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deviates significantly from the normal distribution. There-
fore, on the receiving end, it is possible to distinguish whether
the received signal is ambient noise or the presence of the
transmitted signal by checking whether the received signal is
normally distributed.
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Fig. 7. Sample autocorrelation of the transmitted sequence,
where the sample length in each bit period is 100.
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Fig. 8. The PDF and normal probability plot of the received sig-
nal with length n = 400, MSR k = 1 and SNR r = 10 dB.
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Fig. 9. BER results in AWGN channel with different n and k,
where the solid line presents the simulated BER and the
dash line presents the theoretical BER.

Finally, the BER results in AWGN channel are shown
in Fig. 9 with respect to different MSR k and the sampling
length per each bit period n, where the solid line presents
the simulated BER and the dash line presents the theoretical
BER. Firstly, the simulation results are very consistent with
the theoretical derivation. Secondly, it can be seen that in
case of the same number of samples n, increasing MSR k
has a significant effect on reducing BER. Furthermore, the
larger the channel SNR is, the greater the BER reduction is.
For example, with a BER of 2 × 10−3 and n = 100, there is
approximately 9 dB gain when the MSR k increases from 0.3
to 0.4, whereas the power of the transmitted signal increased
by (1 + 0.42)/(1 + 0.32) = 1.06 times. Thirdly, if the MSR k
is the same, the BER can also be significantly reduced when
the number of samples n increases, and the consequence is
that the transmission rate of the covert bits also decreases
proportionally. Similarly, the larger the channel SNR is, the
greater the BER reduction is. Finally, no matter how high
the SNR is, the BER can no longer be further reduced, i.e.,
there is an error floor.

5. Conclusion
In this paper, we put forward a covert communication

system using normal distribution with non-zero mean. The
non-zero mean normal stochastic sequence modulated by the
covert bit is multiplied with the bipolar equiprobable pseudo-
random sequence to make the resultant sequence symmetrical
about 0. Since the transmitted signal is statistically very sim-
ilar to ambient noise, it is difficult for an eavesdroppers to
distinguish it to achieve the purpose of covert communica-
tion. The proposed system works in the physical layer with
the advantages of simple structure, strong concealment, good
BER performance and very suitable for low-cost, resource-
limited and low-rate transmission devices.
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