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ABSTRACT
This doctoral thesis deals with the millimeter wave band wireless channel measurement
techniques in automotive applications. After a brief introduction into the topic and the
summary of the current channel measurement techniques, the goals — the development
and assembly of a measurement system, capable of capturing all of the millimeter wave
band channel features and practical measurements with this system, are set. The next
part is the core of the dissertation — the developed channel sounder is presented and a
detailed description of used methods, principles, hardware and data processing is given.
A significant part of the thesis is dedicated to the mitigation of the unwanted effects
caused by the non-linear components in the measurement chain. The last chapters show
the results of practical measurements of various scenarios — the intra-car channels,
vehicle to vehicle channels as well as vehicle to infrastructure channels.

KEYWORDS
millimeter wave band, channel impulse response, channel sounding, m-sequences, Golay
sequences, non-linearities

ABSTRAKT
Tato disertační práce se zabývá metodami měření přenosových kanálů v pásmu milimetro-
vých vln se zaměřením na automobilové aplikace. Po stručném úvodu do problematiky a
shrnutí současných metod měření přenosových kanálů jsou vytyčeny cíle práce — návrh a
sestavení měřícího systému, schopného zachytit všechny rysy a detaily rychle se měnícího
únikového přenosového kanálu a praktická měření s tímto systémem. Následuje jádro
disertace — představení vyvinutého systému a detailní popis použitých metod, principů,
hardwaru i způsob zpracování naměřených dat. Podstatná část práce je věnována elim-
inaci nechtěných jevů, způsobených nelineárními prvky v systému. Poslední kapitoly
obsahují výsledky praktických měření různorodých scénářů — kanály pro komunikaci
uvnitř vozidla, mezi vozidly i mezi vozidly a infrastrukturou.
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INTRODUCTION
The growing demand for fast, reliable and low latency wireless communication lead
to enormous improvements in the modulation, encoding and other physical layer
techniques in the last few decades. However, even using those techniques, it is
impossible to fulfil the extreme requirements — for example data rates in the order
of tens of gigabits per second and latency less than one millisecond — for the next
generation wireless systems within the limited bandwidth of the conventional sub-
6 GHz band.

There are several frequency bands, with huge available bandwidth, which can
be utilized for those next generation systems. One of the most promising is the
Millimeter Wave Band (MMW), namely 30–300 GHz, which is relatively unused
nowadays and ready for future systems deployment.

Besides “classical”, for example fixed (WiFi) or mobile (Long Term Evolution
(LTE)) communication systems, there is a whole new emerging field, which will take
an advantage of those new systems — the self-driving car industry. To ensure the
safety and reliability of this transportation, a robust communication between the
nodes (either the vehicles or some infrastructure structures) is needed. Additionally,
to provide comfort and entertainment to the crew during the journey, a broadband
connectivity inside the vehicle is of high advantage.

In order to make development of those systems possible, one of the most im-
portant topics to understand is the knowledge of the environment’s electromagnetic
wave propagation characteristics. This thesis addresses the problem of obtaining
these parameters.

The work is organized as follows. Chapter 1 briefly introduces the channel mea-
surement techniques and Chapter 2 sets the goals. Chapter 3 is the core of the thesis
— it describes thoroughly the developed measurement system, including the hard-
ware, methods and data processing, and also its features and parameters. Chap-
ters 4, 5 and 6 show the first experiments with the developed channel sounding
system — measurement of the intra-car channel. Chapter 7 explains several im-
provements, such as separating the transmit and receive part of the system, thus
enabling more flexible measurements. It also gives a basic example of Vehicle to Ve-
hicle (V2V) channel measurements. Chapters 8 and 9 show measurements of V2V
and Vehicle to Infrastructure (V2I) channels, respectively. Chapter 10 summarizes
the thesis and its results.
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1 STATE OF THE ART

1.1 Channel measurement methods

Knowledge of the propagation channel characteristics, such as the path loss, delay
and Doppler spreads or the coherence bandwidth, are of crucial importance for
all modern localization, radar or communication systems. Utilizing several GHz
of bandwidth, this is even more pronounced with the Ultra Wide Band (UWB)
or MMW systems. When these parameters become precise, more advanced data
processing methods and modulation techniques can be used to transfer data, which
leads to higher data rates and lower Bit Error Ratios (BERs) as well as better
localization accuracy. The enormous instantaneous bandwidths of several GHz in the
MMW applications promise high data throughput and precise spatial localization.

The parameters of the radio channel may be obtained through a process called
channel sounding. There are several techniques and methods that can be utilized
to perform those measurements. Basically, the channel sounding methods can be
divided into those working in the time domain and those operating in the frequency
domain.

1.1.1 Channel sounding in the time domain

The most obvious and straightforward method of performing a channel measurement
in the time domain is to transmit an ideal (e.g. Dirac) pulses and receive the response
by a sampling device, for example the oscilloscope. This is of course unfeasible to
be done in reality — there is a number of practical limitations. However, one
can transmit band limited pulses which approach the ideal Dirac pulse in several
properties.

In [1, 2], our team has presented a time domain channel sounding by transmit-
ting Gaussian pulses (or its derivatives) and then recovering the Channel Impulse
Response (CIR) by deconvolving the received signal utilizing the CLEAN algorithm.
However this approach is challenging for the power amplifiers and provides low Sig-
nal to Noise Ratio (SNR).

Utilizing pulse sequences rather than single pulse provides substantial improve-
ment in various system parameters — it for example relaxes the requirements for
the power amplifier by reducing the Peak to Average Power Ratio (PAPR) and
also improves the SNR by exploiting the correlation gain. For example, authors of
[3, 4, 5, 6] presented numerous practical channel measurements by transmitting and
receiving wideband pulse sequences.
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CHAPTER 1. STATE OF THE ART

Several papers deal with the design of the time domain channel sounder for the
60 GHz band; usually utilizing custom hardware design or even custom silicon chips,
whose development is very time consuming. For example, authors of [7] propose a
sounding system with a bandwidth of 100 MHz without the need of a cabled con-
nection between the transmitter and receiver, thus enabling flexible measurements.
Purely hardware designs of channel sounders often use the so-called sliding correla-
tor technique for data processing, as was shown, for example in [8]. Other papers,
e.g. [9] or [10], describe various multiple input multiple output (MIMO) time do-
main channel sounding systems with a bandwidth of several GHz and a reasonable
dynamic range of 30–50 dB.

To summarize, channel sounders operating in the time domain usually provide
fast measurements speeds (e.g. several tens of thousands measurements per seconds),
flexibility (separated transmit and receive parts of the system), but on the other
hand suffer from poor dynamic range.

1.1.2 Channel sounding in the frequency domain

Measurements in the frequency domain are conventionally carried out using a Vector
Network Analyzers (VNAs), which perform stepped frequency sweeping as it was
shown, for example, in [11, 12, 13, 14, 15]. It is easily conducted by utilizing off-
the-shelf laboratory instruments and offers excellent dynamic range usually greater
than 60 dB. On the other hand — a complete sweep over the frequency range of
interest using VNA usually takes several tens of seconds, depending on the number
of frequency steps and requested dynamic range. During this time, the channel
must remain static. For this reason, the VNA method cannot be used to measure
either slowly changing channels (caused e.g. by people or vehicle movement) or for
measuring fast changing channels (caused e.g. by vibrations). Another great disad-
vantage of this technique is the fact that the transmitter and receiver is physically
one device, which limits the use to static indoor, small range outdoor or intra car
channels, but forbid deployment in the V2V or V2I environments.

Another approach, which could be considered as a frequency domain method, is
utilizing a multi-tone waveform as an excitation signal. For example, in [16], authors
presented a flexible channel sounding system of this type. An Arbitrary Waveform
Generator (AWG) is used as a transmitter, which offers several advantages such as
flat frequency spectrum, controllable crest factor or high SNR through processing
gain. However, even with a modern AWG, the system bandwidth is in this case
limited to 500 MHz.

18



1.2. INTERPRETING THE CHANNEL MEASUREMENTS RESULTS

1.2 Interpreting the channel measurements results
Depending on which of the methods mentioned in previous paragraphs was used,
some sort of post processing of the obtained data is needed to obtain useful results.

When the direct time domain RF pulse approach is used, then the recorded data
is instantly an approximation of the CIR, which happens to be a standard convenient
way of how to deterministically represent a single channel realization characteristics.
It shows the channel output when the input is a Dirac impulse. The general way
to model a CIR of a time invariant multipath wireless channel is to express it as a
sum of attenuated, delayed and phase shifted replicas of the Dirac delta function:

ℎ(𝑡) =
𝐿−1∑︁
𝑛=0

𝜌𝑛𝑒𝑗Φ𝑛𝛿(𝑡 − 𝜏𝑛), (1.1)

where 𝐿 is the number of multipath components, 𝛿 is the Dirac delta function and
𝜏𝑛, 𝜌𝑛 and Φ𝑛 is the path delay, gain and phase shift of 𝑛-th component, respectively.

Measurements in the time domain using pulse sequences usually requires post
processing by means of correlating the received signal with the transmitted replica,
e.g. matched filtering in order to obtain the CIR estimation.

The measurements in the frequency domain using VNA provides the Channel
Transfer Function (CTF) 𝐻(𝑓) in terms of the 𝑠 parameter, which represents the
channel gain and phase shift as a function of frequency. We can exchange without
any loss of information between the 𝐻(𝑓) and the ℎ(𝑡) representation utilizing Fast
Fourier Transform (FFT) or more precisely Inverse Fast Fourier Transform (IFFT):

𝐻(𝑓) =
∫︁ ∞

−∞
ℎ(𝑡)𝑒−𝑗2𝜋𝑓𝑡𝑑𝑡

=
𝐿−1∑︁
𝑛=0

𝜌𝑛𝑒𝑗Φ𝑛𝑒−𝑗2𝜋𝑓𝜏𝑛 . (1.2)

The post processing of the measured VNA data usually consists of two steps
— multiplying 𝐻(𝑓) by a windowing function (e.g. Hann) to mitigate the leakage
effects and then applying the IFFT to get the CIR ℎ(𝑡).

The CIR is of interest for several reasons. First of all, it contains all the infor-
mation needed to extract any of the channel parameters, for example the path loss,
propagation delay, power delay profile, delay spread or coherence bandwidth. When
the evolution of the CIR in time is captured, it contains an additional information
about the channel such as Doppler spread or if slow fading or shadowing occurs.
One can also determine e.g. the transmitter and receiver relative velocities as well
as distances and velocities of any objects involved in the particular channel layout.
When various channel realisations (with their evolution in time) are captured in dif-
ferent places and scenarios, a statistical model can be created based upon that data.
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That model then can be used to generate arbitrary large number of different CIRs
(corresponding to the given environment) to help the development and evaluation
of the device or system under development.

1.3 Other MMW time domain channel sounding
systems

After carefully considering all of the above mentioned channel sounding system de-
signs, evaluating their pros and cons and taking into account all of the requirements
(which are specified and explained in Chapter 2), a time domain system based on
pulse sequences was chosen as a system design for this thesis.

Table 1.1 [17] lists other similar time domain channel sounding systems working
in the MMW and their basic parameters.

Reference Institution Sounder type Measurement parameters

[18] NYU-1 Sliding correlation 1 GHz bandwidth
up to 30500 snapshots/s

[19] UT Austin Sliding correlation 1.5 GHz bandwidth
stationary measurements

[20] Virgina Tech Sliding correlation 0.8 GHz bandwidth
stationary measurements

[21] ESTG Sliding correlation 2 GHz bandwidth
2000 snapshots/s

[22] University of VIGO Sliding correlation 0.5 GHz bandwidth
stationary measurements

[23] Ilmenau-01 M-sequence
direct correlation

7 GHz bandwidth
200 snapshots/s

This work Brno University
of Technology

Golay sequence
direct correlation

8 GHz bandwidth
up to 700000 snapshots/s

Tab. 1.1: Channel sounder systems list.
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2 AIMS OF THE DISSERTATION
Based on previous chapters, it is obvious that the current available methods for
channel measurements are not capable to capture all of the millimeter wave band
channel features. The combination of huge bandwidth, fast channel variations and
great dynamic range makes it very challenging.

The primary goal of this thesis is therefore to design and build a channel sounding
system, which will be optimized for measuring those complicated channels. The
requirements for this system are following:

• It will be predominately made of off-the-shelf components because various
instruments are already available at the author’s university.

• The transmitting and receiving parts should be separated to enable various
measurement scenarios.

• The band of the interest will be the MMW, e.g. ~55–65 GHz because it is (at
least partially) available for unlicensed use.

• The captured bandwidth should be at least in order of several GHz to enable
close multipath components separation.

• The measurement rate should reach several thousand or tens of thousands
measurements per second in order to unambiguously measure channels with
Doppler spread up to several kHz.

• The dynamic range of the system shall top off about 40–50 dB so even weak
multipath components can be identified. It also eases measurements of some
scenarios where the received power varies rapidly, e.g. cars approaching to-
wards each other.

The secondary goal is to perform actual measurements with the developed sys-
tem. The scenarios could be following:

• Measurements of the channel inside a single vehicle (intra-car channel).
• Measurements of the V2V channel.
• Measurements of the V2I channel.
The steps, which will ultimately lead to achieve those goals, could be as follows:
• Develop a basic concept of the channel sounding system with transmitting and

receiving parts sharing the same time reference and physical place. This will
enable at least the intra-car channel measurements and will reveal where to
focus on the improvements in terms of e.g. the dynamic range.

• Upgrade the system by splitting the transmit and receive parts. This will
enable all measurement scenarios, including the V2V and V2I channels, but
on the other hand, brings challenges like synchronization and triggering issues.
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3 MILLIMETER WAVE BAND TIME DOMAIN
CHANNEL SOUNDER

This chapter is based on the following published paper:

J. Vychodil, M. Pospíšil, A. Prokeš, and J. Blumenstein, “Millimetre wave band
time domain channel sounder,” IET Communications, vol. 13, no. 3, pp. 331–338,
January 2019.

Author of this thesis contribution
All of the work, presented in this chapter, including the measurement setup

architecture, data processing concept, system performance and probing signal anal-
ysis, and IQ imbalance compensation, was done entirely by the author of this thesis
with little help and consultation with the co-authors.
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CHAPTER 3. MILLIMETER WAVE BAND TIME DOMAIN CHANNEL SOUNDER

3.1 System description
A simplified block diagram of the proposed channel sounding system is depicted in
Fig. 3.1. An Anritsu Signal Quality Analyzer MP1800A serves as a baseband bi-
nary sequence generator at data rates up to 𝑓chip = 12.5 Gbits/s with maximum RF
output power of 13 dBm. A Tektronix Digital Sampling Oscilloscope MSO72004C
is utilized as a receiver. It provides 4 channels, 16 GHz bandwidth, 50 GS/s real
time acquisition rate and 31.25 MS of data storage per channel. The Signal Quality
Analyzer also provides 10 MHz reference and a gating (triggering) signal to the oscil-
loscope. The Power Amplifier (PA) and Low Noise Amplifier (LNA) (not depicted)
are the QuinStar QPW-50662330 and QLW-50754530-I2 respectively. A PC can be
used to control the instruments, interchange data and to provide additional features
(e.g. real-time and continuous channel sounding), but is not necessary for the data
acquisition.

Anritsu 

MP1800A

Tektronix 

MSO72004C

PRBS seq

CH1

10 MHz reference

gating

PC

U/D

converter

TX RX

I

Q

LO

I

Q

LO

RF CW

generator

CH2

CH3

Fig. 3.1: Proposed MMW channel sounder architecture.

The Sivers IMA FC1003V/01 [24] up-down converter is used for frequency shifts
between the baseband and the radio frequency. It is a direct conversion transceiver
(sometimes called homodyne or zero-IF) with IF input bandwidth up to 5 GHz. The
transmitted baseband signal is filtered by a low pass filter with cut off frequency
of 5 GHz and then fed into the I branch of the up converter. The Q branch is
terminated by a 50Ω termination load. In an ideal case this results in an Amplitude
Modulation (AM) with a symmetrical spectrum around the carrier frequency 𝑓𝑐 =
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3.1. SYSTEM DESCRIPTION

59.6 GHz. The RF signal then propagates through the channel, which is the object
of the measurement. For the channel sounding, typically an open ended WR15
waveguide is used, as it is very simple and it offers an acceptable radiation pattern
[25]. The received signal is then down converted and the output signal — complex,
in the form of I and Q components — is passed to the oscilloscope for sampling and
further processing. To achieve perfect coherency the Local Oscillator (LO) signal is
generated in an Agilent RF generator 83752A then it is split in the Wilkinson power
divider and fed into the up-down converter LO inputs. Alternatively, the Sivers IMA
FC1005V/00 [26] up-down converter can be used. This converter contains two PLL
synthesizers, but due to their large group delay variation (1 ns/GHz), they have to
be disconnected and replaced by a power splitter and a more stable RF generator,
e.g. the aforementioned Agilent 83752A.

In our case, a seamless repeating binary sequence is used as the excitation signal.
The length of the binary sequence is 𝑁 chips. The number of chips determines the
time period of the sequence, which corresponds to the maximum observable CIR
time span given by

𝑇 = 𝑁

𝑓chip
= 𝑁 · Δ𝑡, (3.1)

where Δ𝑡 = 1
𝑓chip

is the time duration of one chip. The parameter 𝑇 is related to
the maximum observable propagation distance by

𝐷max = 𝑐 · 𝑇 = 𝑐 · 𝑁

𝑓chip
= 𝑐 · 𝑁 · Δ𝑡, (3.2)

where 𝑐 ≈ 3 × 108 m s−1 is the speed of light. Considering 𝑁 ≈ 211 = 2048 and
𝑓chip = 12.5 GHz, the maximum propagation distance is 𝐷max ≈ 49 m, which is
sufficient for most of the short-range MMW channels.

Correlation gain, which can be viewed as simple averaging of 𝑁 equivalent sam-
ples with additive white Gaussian noise, is given by [27]

𝐺corr = 10 · log 𝑁, (3.3)

when considering the probing sequence as perfect or almost perfect. This prop-
erty is discussed in Sec. 3.2.2. For example, if 𝑁 = 2048, the correlation gain is
𝐺corr = 33.11 dB.

The main advantage of the proposed channel measurement system is the CIR
measurement time. The time to measure one single CIR equals the time length of the
sequence given by Eq. (3.1). Considering 𝑁 = 2048, this leads to 𝑇 = 0.164 µs. The
reciprocal value, 𝑓meas = 1

𝑇
denotes the maximum CIR measurements per second.

For 𝑁 = 2048, this is theoretically 6.1 million measurements per second. The
oscilloscope provides 31.25 MS of fast acquisition memory per channel, which equals
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CHAPTER 3. MILLIMETER WAVE BAND TIME DOMAIN CHANNEL SOUNDER

to 0.625 ms at a sampling rate of 50 GS/s, so only 3816 CIRs can be captured at
once. Nevertheless, using advanced triggering modes, the 𝑓meas can be decreased to
an arbitrary value. It is also possible to continuously stream the real time acquired
data to a PC at the rate 𝑓meas ≈ 100 Hz. In static channel measurement scenarios,
averaging of the data can be utilized to further improve the SNR.

3.2 Definitions
Several terms, which will be used in this chapter, are defined in this section.

3.2.1 Cross-correlation function
The cross-correlation between two complex valued functions 𝑎(𝑡) and 𝑏(𝑡) can be
defined as

𝑅𝑎𝑏(𝜏1) =
∞∫︁

−∞
𝑎(𝑡)𝑏*(𝑡 − 𝜏1)d𝑡, (3.4)

where * denotes complex conjugation. When considering 𝑎(𝑡) and 𝑏(𝑡) periodic with
period 𝑇 , the cross-correlation can be defined as

𝑅𝑎𝑏(𝜏1) = 1
𝑇

𝑇∫︁
0

𝑎(𝑡)𝑏*(𝑡 − 𝜏1)d𝑡 = 𝑎(𝑡)𝑏*(𝑡 − 𝜏1), (3.5)

where means time (𝑡) average over one period (𝑇 ) of the signal. The cross-
correlation is often performed utilizing the Fourier transform for faster calculation
as

�̂�𝑎𝑏(𝑓1) = �̂�(𝑓1)[�̂�(𝑓1)]*, (3.6)

where ^ denotes the Fourier transform, i.e. �̂�(𝑓1) = ℱ{𝑎(𝜏1)}.

3.2.2 Autocorrelation function
The autocorrelation function of the signal 𝑎(𝑡) can be obtained from Eq. 3.4 by
letting 𝑏(𝑡) = 𝑎(𝑡). If the signal 𝑎(𝑡) is periodic with period 𝑇 , the autocorrelation
function can be obtained in the same way from Eq. 3.5. Because this work is focused
on periodic binary (e.g. real valued) sequences, it will be more convenient to examine
the discrete time periodic (circular) autocorrelation function

𝑅𝑎𝑎[𝜏1] = 1
𝑁

𝑁−1∑︁
𝑛=0

𝑎[𝑛]𝑎[𝑛 − 𝜏1], (3.7)

where 𝑁 is the number of chips of sequence 𝑎[𝑛] and the indexes are computed
via the modulo 𝑁 operation, e.g. 𝑎[𝑛] ≡ 𝑎[𝑛 mod 𝑁 ]. The ideal shape of 𝑅𝑎𝑎[𝜏1],
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suitable for the purposes of channel sounding, is the unit impulse,

𝑅𝑎𝑎[𝜏1] =

⎧⎪⎨⎪⎩1 if 𝜏1 = 0
0 elsewhere.

(3.8)

Signals with this property are called perfect. If a signal with this property is trans-
formed into continuous time digital signal with chip period Δ𝑡, the corresponding
𝑅𝑎𝑎(𝜏1) is a triangle shaped signal with its base spanning from −Δ𝑡 to Δ𝑡 and
height 1. Given a band limited function 𝑠(𝑡) with bandwidth 𝐵 ≪ 1

Δ𝑡
, it can be

approximated
Δ𝑡∫︁

−Δ𝑡

𝑠(𝜏1)𝑅𝑎𝑎(𝜏1)d𝜏1 ≈ Δ𝑡 · 𝑠(0). (3.9)

3.2.3 Higher order autocorrelation function

If we consider the signal 𝑎(𝑡) as real and 𝑏(𝑡) = 𝑎(𝑡), we can write Eq. 3.4 as

𝑅𝑎𝑎(𝜏1) =
∞∫︁

−∞
𝑎(𝑡)𝑎(𝑡 − 𝜏1)d𝑡. (3.10)

This (first order) autocorrelation function (of a real valued signal) can be extended
to the i-th order autocorrelation function as

𝑅𝑎...𝑎(𝜏1, . . . , 𝜏𝑖) =
∞∫︁

−∞
𝑎(𝑡)𝑎(𝑡 − 𝜏1) . . . 𝑎(𝑡 − 𝜏𝑖)d𝑡. (3.11)

Please note that the i-th order autocorrelation function is symmetric, meaning
that its value is the same for any permutation of input parameters, for example
𝑅𝑎𝑎𝑎(𝜏1, 𝜏2) = 𝑅𝑎𝑎𝑎(𝜏2, 𝜏1) or 𝑅𝑎𝑎𝑎𝑎(𝜏1, 𝜏2, 𝜏3) = 𝑅𝑎𝑎𝑎𝑎(𝜏1, 𝜏3, 𝜏2) = 𝑅𝑎𝑎𝑎𝑎(𝜏2, 𝜏1, 𝜏3)
= 𝑅𝑎𝑎𝑎𝑎(𝜏2, 𝜏3, 𝜏1) = 𝑅𝑎𝑎𝑎𝑎(𝜏3, 𝜏1, 𝜏2) = 𝑅𝑎𝑎𝑎𝑎(𝜏3, 𝜏2, 𝜏1) and so on. Similarly as in
Eq. 3.5, it is possible to write a higher order autocorrelation function of a periodic
signal as

𝑅𝑎...𝑎(𝜏1, . . . , 𝜏𝑖) = 1
𝑇

𝑇∫︁
0

𝑎(𝑡)𝑎(𝑡 − 𝜏1) . . . 𝑎(𝑡 − 𝜏𝑖)d𝑡

= 𝑎(𝑡)𝑎(𝑡 − 𝜏1) . . . 𝑎(𝑡 − 𝜏𝑖).

(3.12)

Similarly, as in Eq. 3.7, it is possible to write a discrete time higher order autocor-
relation function as

𝑅𝑎...𝑎[𝜏1, . . . , 𝜏𝑖] = 1
𝑁

𝑁−1∑︁
𝑛=0

𝑎[𝑛]𝑎[𝑛 − 𝜏1] . . . 𝑎[𝑛 − 𝜏𝑖]. (3.13)

27



CHAPTER 3. MILLIMETER WAVE BAND TIME DOMAIN CHANNEL SOUNDER

Considering 𝑅𝑎...𝑎[𝜏1, . . . , 𝜏𝑖] i-dimensional unit impulse, e.g.

𝑅𝑎...𝑎[𝜏1, . . . , 𝜏𝑖] =

⎧⎪⎨⎪⎩1 if 𝜏1 = · · · = 𝜏𝑖 = 0
0 elsewhere,

(3.14)

for the corresponding 𝑅𝑎...𝑎(𝜏1, . . . , 𝜏𝑖) given band limited function 𝑠(𝑡1, . . . , 𝑡𝑖) with
bandwidth 𝐵 ≪ 1

Δ𝑡
, it can be approximated

Δ𝑡∫︁
−Δ𝑡

· · ·
Δ𝑡∫︁

−Δ𝑡

𝑠(𝑡1, . . . , 𝑡𝑖)

𝑅𝑎...𝑎(𝜏1, . . . , 𝜏𝑖)d𝜏1 . . . d𝜏𝑖 ≈ (Δ𝑡)𝑖 · 𝑠(0, . . . , 0)

(3.15)

as a generalization of Eq. 3.9.
The higher order autocorrelation function can also be computed utilizing the

Fourier transform as [28]

�̂�𝑎...𝑎(𝑓1, . . . , 𝑓𝑖) = �̂�(𝑓1)�̂�(𝑓2) . . . �̂�(𝑓𝑖)[�̂�(𝑓1 + 𝑓2 + · · · + 𝑓𝑖)]*, (3.16)

where ^ denotes the 𝑖-dimensional Fourier transform, i.e. �̂�(𝑓1, . . . , 𝑓𝑖) =
ℱ{𝑎(𝜏1, . . . , 𝜏𝑖)}.

It will be shown later in this thesis that the higher order autocorrelation func-
tion can be used to characterize the measurement output when the channel (or the
system) under test exhibits non-linear behavior.

3.2.4 Ambiguity function

The (narrowband) ambiguity function of signal 𝑎(𝑡), often used in radar signal pro-
cessing, can be defined as [29]

𝜒(𝜏1, 𝑓) =
∞∫︁

−∞
𝑎(𝑡)𝑎*(𝑡 − 𝜏1)𝑒𝑖2𝜋𝑓𝑡𝑑𝑡, (3.17)

where 𝑖 is the imaginary unit and 𝑓 is the Doppler frequency shift. It basically
shows the change of the shape of the autocorrelation function caused by the relative
movement of the transmitter and receiver (the Doppler effect). Due to relatively
low transmitter and receiver relative speeds (maximum tens or hundreds of m s−1),
huge bandwidth and very short measurement times in our scenario, the Doppler
effect affecting single measurement is negligible. The slice at 𝑓 = 0 of the ambiguity
function is the autocorrelation function, i.e.

𝜒(𝜏1, 0) = 𝑅𝑎𝑎(𝜏1). (3.18)
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3.3 Basic principle of operation
The measured channel can be modeled as a linear time invariant system whose
input-output relationship can be expressed as

𝑦(𝑡) =
∞∫︁

−∞
𝑔1(𝜏1)𝑢(𝑡 − 𝜏1)d𝜏1, (3.19)

where 𝑢(𝑡) is the input of the system, 𝑦(𝑡) is its output and 𝑔1(𝜏1) is the channel
impulse response.

There are many types of excitation signals which can be utilized in order to
perform channel sounding. One can use, for example, frequency sweeps (chirps),
binary sequences or some more complicated signals, e.g. Orthogonal Frequency
Division Multiplex (OFDM)-like signals or Zadoff-Chu sequences [30]. This work
focuses on the use of the binary sequences signal group because they are easily
generated and modulated to the desired frequency band using inexpensive hardware.

In the scope of this work, the two types of binary signals are examined — the
Maximum Length Sequences (MLSs), sometimes called m-sequences and Golay com-
plementary pairs. As was stated earlier, the signal 𝑢(𝑡) is a seamless repeating se-
quence with the number of chips 𝑁 , period of 𝑇 and duration of one chip Δ𝑡. Since
it is assumed that the 𝑔1(𝜏1) is causal and has a finite length of 𝑇 , i.e.

𝑔1(𝜏1) = 0 for 𝜏1 > 𝑇 and 𝜏1 < 0, (3.20)

and the input signal 𝑢(𝑡) is periodic with period 𝑇 , Eq. 3.19 can be rewritten as

𝑦(𝑡) =
𝑇∫︁

0

𝑔1(𝜏1)𝑢(𝑡 − 𝜏1)d𝜏1. (3.21)

The m-sequence cross-correlation method is a widely used approach for measur-
ing impulse responses of linear systems. For example, it is used in many time domain
channel sounders, like it was shown in [9] or [5]. M-sequences have several proper-
ties which makes them appropriate for channel sounding. They are easily generated
by the Linear Feedback Shift Register (LFSR) and have an almost perfect circular
autocorrelation function

𝑅𝑢𝑢[𝜏1] =

⎧⎪⎨⎪⎩1 if 𝜏1 = 0
− 1

𝑁
elsewhere.

(3.22)

An example of a circular autocorrelation function of a short m-sequence is depicted
in Fig. 3.2.
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Fig. 3.2: Circular autocorrelation function of a m-sequence.

The cross-correlation between the output 𝑦(𝑡) and input 𝑢(𝑡) can be expressed
using Eq. 3.5 as [31]

𝑅𝑦𝑢(𝜏) = 𝑢(𝑡 − 𝜏)𝑦(𝑡), (3.23)

where means time (𝑡) average over one period (𝑇 ) of the signal. When con-
sidering the system described by Eq. 3.21, the cross-correlation becomes

𝑅𝑦𝑢(𝜏) =𝑢(𝑡 − 𝜏)𝑦(𝑡)

=𝑢(𝑡 − 𝜏)
𝑇∫︁

0

𝑔1(𝜏1)𝑢(𝑡 − 𝜏1)d𝜏1

=
𝑇∫︁

0

𝑔1(𝜏1)𝑢(𝑡 − 𝜏)𝑢(𝑡 − 𝜏1)d𝜏1

=
𝑇∫︁

0

𝑔1(𝜏1)𝑢(𝑡)𝑢(𝑡 − 𝜏1 + 𝜏)d𝜏1

=
𝑇∫︁

0

𝑔1(𝜏1)𝑅𝑢𝑢(𝜏1 − 𝜏)d𝜏1,

(3.24)

where 𝑅𝑢𝑢(𝜏) is the autocorrelation function of the input sequence 𝑢(𝑡). Using
Eq. 3.9 or 3.15, Eq. 3.24 then becomes

𝑅𝑦𝑢(𝜏) ≈ Δ𝑡 · 𝑔1(𝜏), (3.25)

which is an estimate of the measured CIR.
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3.4 Operation in the presence of non-linearities
Real-world (and not only) electronic devices like amplifiers, mixers, etc., used in the
measurement chain, exhibit at least weak non-linear behavior. When the measured
system is non-linear, the resulting estimate of the channel impulse response contains
artefacts, which are not part of the linear impulse response. An example of a mea-
surement result using the proposed system and the m-sequence is shown in Fig. 3.3
(a). The measurement is done only in the baseband, e.g. the up-down converter is
not used and the output of the generator is connected directly into one channel of
the oscilloscope using a coaxial cable. Several thousands of measurements are aver-
aged to improve the SNR in order to provide a better demonstration. It is possible
to see the direct path located at roughly 15 ns and also some spurious peaks located
at 8 ns and 110 ns, which are caused by the non-linearities. Please note that there
are other components besides the main path which are caused by the low pass filter
behavior of the coaxial cable and by the reflections. However, those components
are fundamentally linear and thus can be easily removed by means of calibration or
normalization.

The metric used in the scope of this thesis for comparing the performance of
different systems or sequences is the Spurious-Free Dynamic Range (SFDR). It is
the ratio of the strongest wanted component and the strongest spurious or noise
component. The SFDR is also shown graphically in Fig. 3.3.

When the system is weakly non-linear, its input-output relation can be expressed
using the Volterra series expansion, which is a generalization of the system impulse
response and the Taylor series, as

𝑦(𝑡) =
𝑇∫︁

0

𝑔1(𝜏1)𝑢(𝑡 − 𝜏1)d𝜏1

+
𝑇∫︁

0

𝑇∫︁
0

𝑔2(𝜏1, 𝜏2)𝑢(𝑡 − 𝜏1)𝑢(𝑡 − 𝜏2)d𝜏1d𝜏2

+
𝑇∫︁

0

𝑇∫︁
0

𝑇∫︁
0

𝑔3(𝜏1, 𝜏2, 𝜏3)𝑢(𝑡 − 𝜏1)𝑢(𝑡 − 𝜏2)𝑢(𝑡 − 𝜏3)d𝜏1d𝜏2d𝜏3

+ . . .

+
𝑇∫︁

0

. . .

𝑇∫︁
0

𝑔𝑖(𝜏1, . . . , 𝜏𝑖)𝑢(𝑡 − 𝜏1) . . . 𝑢(𝑡 − 𝜏𝑖)d𝜏1 . . . d𝜏𝑖

(3.26)

or in shorter form as

𝑦(𝑡) =
∞∑︁

𝑖=1

𝑇∫︁
0

. . .

𝑇∫︁
0

𝑔𝑖(𝜏1, . . . , 𝜏𝑖)𝑢(𝑡 − 𝜏1) . . . 𝑢(𝑡 − 𝜏𝑖)d𝜏1 . . . d𝜏𝑖, (3.27)

31



CHAPTER 3. MILLIMETER WAVE BAND TIME DOMAIN CHANNEL SOUNDER

0 20 40 60 80 100 120 140 160−80

−60

−40

−20

0

SFDR=38.9 dB

𝜏 [ns]

20
·

lo
g(

|R
yu

|)
[d

B]

(a) m-sequence

0 20 40 60 80 100 120 140 160−80

−60

−40

−20

0

SFDR=46.4 dB

𝜏 [ns]20
·

lo
g(

|R
y p

os
u+

R
y n

eg
(-

u)
|/2

)
[d

B] (b) m-sequence, inverted m-sequence

0 20 40 60 80 100 120 140 160−80

−60

−40

−20

0

SFDR=58.7 dB

𝜏 [ns]

20
·

lo
g(

|R
y a

a+
R

y b
b|/

2)
[d

B]

(c) Golay pair

Fig. 3.3: Example of baseband back-to-back measurement using different sequences.
(a) m-sequence; (b) m-sequence, inverted m-sequence; (c) Golay pair.
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where 𝑢(𝑡) is the input to the system, 𝑦(𝑡) is the output of the system and
𝑔𝑖(𝜏1, . . . , 𝜏𝑖) is the i-th order Volterra kernel, which can be viewed as a higher order
impulse response of the system. Please note that if the system is linear, only the
first order Volterra kernel 𝑔1(𝜏1) (first term of Eq. 3.26) is non zero. The equation
then reduces to an ordinary convolution, where 𝑔1(𝜏1) is the linear impulse response,
e.g. the equation becomes Eq. 3.19.

To provide an example, consider one of the simplest non-linear systems, the so-
called Wiener model. This model consists of a cascade of a linear memory block
which can be characterized by its impulse response ℎ(𝜏) and a static (memory-less)
non-linearity which can be modeled by a (possibly truncated) polynomial, e.g.

𝑦(𝑡) = 𝑐1𝑧(𝑡) + 𝑐2𝑧
2(𝑡) + 𝑐3𝑧

3(𝑡), (3.28)

when considering non-linearities only up to the third order. The 𝑖-th order Volterra
kernel of this system is then [32]

𝑔𝑖(𝜏1, . . . , 𝜏𝑖) = 𝑐𝑖ℎ(𝜏1) . . . ℎ(𝜏𝑖). (3.29)

This model is mentioned here only to provide a better insight into how the Volterra
kernels can appear in practice. The principles described in this thesis apply to the
general Volterra model, defined above in Eq. 3.27.

The cross-correlation between the the output 𝑦(𝑡) and input 𝑢(𝑡) using Equations
3.12, 3.27 and 3.23 can be rewritten as [33]

𝑅𝑦𝑢(𝜏) =𝑢(𝑡 − 𝜏)𝑦(𝑡)

=𝑢(𝑡 − 𝜏)
∞∑︁

𝑖=1

𝑇∫︁
0

. . .

𝑇∫︁
0

𝑔𝑖(𝜏1, . . . , 𝜏𝑖) · 𝑢(𝑡 − 𝜏1) . . . 𝑢(𝑡 − 𝜏𝑖)d𝜏1 . . . d𝜏𝑖

=
∞∑︁

𝑖=1

𝑇∫︁
0

. . .

𝑇∫︁
0

𝑔𝑖(𝜏1, . . . , 𝜏𝑖) · 𝑢(𝑡 − 𝜏)𝑢(𝑡 − 𝜏1) . . . 𝑢(𝑡 − 𝜏𝑖)d𝜏1 . . . d𝜏𝑖

=
∞∑︁

𝑖=1

𝑇∫︁
0

. . .

𝑇∫︁
0

𝑔𝑖(𝜏1, . . . , 𝜏𝑖) · 𝑅𝑢...𝑢(𝜏1 − 𝜏, . . . , 𝜏𝑖 − 𝜏)d𝜏1 . . . d𝜏𝑖.

(3.30)

Now, let’s introduce one of the properties of the m-sequences, the so-called shift
and add property [34]. It arises from the method of how they are generated using
the LFSR. When we take any m-sequence and multiply it by the same but shifted
sequence, we obtain the same sequence, but with a different time shift. For example,
with the sequence 𝑢[𝑛] having a length of 15 chips

𝑢[𝑛] =[ ]
·𝑢[𝑛 − 1] =[ ]

= 𝑢[𝑛 − 4] =[ ],
(3.31)
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where the -1 and 1 numbers are for better illustration represented by and
symbols, respectively. It can be clearly seen that the original sequence multiplied
by the same sequence but shifted by one chip to the right equals the same sequence
but shifted by 4 chips to the right. The shifts are unique for every m-sequence
and can be determined from the feedback connections of the generating LFSR (or
from the generating polynomial) of the m-sequence. Based on this property, it is now
obvious that the second and higher order autocorrelation function of the m-sequence
can be expressed as

𝑅𝑢...𝑢[𝜏1, . . . , 𝜏𝑖] =

⎧⎪⎨⎪⎩1 under certain values of 𝜏1, . . . , 𝜏𝑖

− 1
𝑁

otherwise.
(3.32)

For better illustration, the second order autocorrelation function of the very same
m-sequence, which was used in previous examples, is depicted in Fig. 3.4. Its slices
of third order autocorrelation function are depicted in Fig. 3.5.
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Fig. 3.4: Second order circular autocorrelation function of m-sequence.

Based on those observations, Eq. 3.30 then can be approximated, using Eq. 3.15
and taking into account only the first, second and third order Volterra kernels, which
is a basic commonly used approximation, as

𝑅𝑦𝑢(𝜏) ≈Δ𝑡𝑔1(𝜏) + 𝐹3(𝜏)

+2!
𝑚2∑︁
𝑗=1

(Δ𝑡)2𝑔2(𝜏 − 𝑘
(𝑗)
21 Δ𝑡, 𝜏 − 𝑘

(𝑗)
22 Δ𝑡)

+3!
𝑚3∑︁
𝑗=1

(Δ𝑡)3𝑔3(𝜏 − 𝑘
(𝑗)
31 Δ𝑡, 𝜏 − 𝑘

(𝑗)
32 Δ𝑡, 𝜏 − 𝑘

(𝑗)
33 Δ𝑡),

(3.33)

where the integers 𝑘
(𝑗)
𝑖𝑟 (1 ≤ 𝑟 ≤ 𝑖) are the unique shift coefficients of the m-sequence

which can be derived from the generating polynomial of the sequence or can be
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Fig. 3.5: Third order circular autocorrelation function of m-sequence.

observed on the high order autocorrelation functions drawings, 𝑚𝑖 is the count of
the sets of numbers 𝑘

(𝑗)
𝑖𝑟 . The constants 2! and 3! emerges from the symmetry of the
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higher order autocorrelation functions. We can observe that the cross-correlation
now contains the first order kernel (linear impulse response) and also shifted cross
sections of higher order kernels. The term 𝐹3(𝜏) is the sum of the third order
Volterra kernels which have one or more parameters the same and equals to

𝐹3(𝜏) = (Δ𝑡)3𝑔3(𝜏, 𝜏, 𝜏) + 3(Δ𝑡)3
𝑚1∑︁
𝑞=1

𝑔3(𝜏, 𝑞, 𝑞). (3.34)

3.4.1 Unobservable and overlapped kernels

As can be seen, there are several parts of the Volterra kernels that are not directly
observable or are overlapped with other kernels.

In the concrete, we cannot observe any second order Volterra kernel which has
an equal parameter, e.g. 𝑔2(𝑞, 𝑞). This is because when the binary m-sequence is
multiplied by the same m-sequence, the result is a constant 1, e.g. 𝑢(𝑡) · 𝑢(𝑡) = 1
[35]. This can be generalized for all even order kernels but in the scope of this work,
only kernels up to third order are considered.

From Eq. 3.34 we can see that any third order Volterra kernel, which have one
or more parameters the same, overlaps with the first order kernel. The explanation
is as follows: 𝑢(𝑡) · 𝑢(𝑡) · 𝑢(𝑡) = 𝑢(𝑡) or more generally 𝑢(𝑡) · 𝑢(𝑡 − 𝜏) · 𝑢(𝑡 − 𝜏) = 𝑢(𝑡).
This property can also be generalized for all odd order kernels.

3.4.2 Mitigating the effects of even order kernels

It is possible to easily mitigate the effects of even order distortion by exploiting the
property that

𝑅(−𝑢)...(−𝑢)(𝜏1, . . . , 𝜏𝑖) =

⎧⎪⎨⎪⎩𝑅𝑢...𝑢(𝜏1, . . . , 𝜏𝑖) for odd 𝑖

−𝑅𝑢...𝑢(𝜏1, . . . , 𝜏𝑖) for even 𝑖.
(3.35)

The system is first probed by 𝑢(𝑡) and then by −𝑢(𝑡). Outputs of the measurements
(𝑦𝑝𝑜𝑠 and 𝑦𝑛𝑒𝑔, respectively) are then cross-correlated with their corresponding inputs
and averaged to obtain an estimate of 𝑔1(𝜏) which is not affected by even order
distortion, e.g.

𝑔1(𝜏) ≈ 1
2Δ𝑡

(𝑅𝑦𝑝𝑜𝑠𝑢 + 𝑅𝑦𝑛𝑒𝑔(−𝑢)). (3.36)

An example of such measurement is shown in Fig. 3.3 (b). The measurement setup
is the same as in Fig. 3.3 (a). It can be clearly seen that the spurious peak located at
110 ns and some others have completely vanished. However, there are some others,
for example that located at 8 ns, which remained because they were caused by odd
order non-linear distortion. Nevertheless, the SFDR improved by 7.5 dB.
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3.4. OPERATION IN THE PRESENCE OF NON-LINEARITIES

3.4.3 Golay complementary sequences as an input signal

Another great candidate for channel probing signal are the Golay complementary
sequences pairs [36]. They are easily constructed by recursive algorithms and have a
perfect (both aperiodic and periodic) autocorrelation function. A deeper description
of Golay complementary sequences is beyond the scope of this thesis, but to illustrate
consider 𝑎[𝑛] and 𝑏[𝑛] complementary sequences of length 16 chips. Their circular
autocorrelation functions are depicted in Fig. 3.6. An average (sum divided by two)

Fig. 3.6: Circular autocorrelation functions of complementary pairs.
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of those autocorrelation functions is perfect, e.g.

(𝑅𝑎𝑎[𝜏1] + 𝑅𝑏𝑏[𝜏1])/2 =

⎧⎪⎨⎪⎩1 if 𝜏1 = 0
0 elsewhere.

(3.37)

Averages of higher order autocorrelation functions of Golay complementary se-
quences have also interesting properties. For illustration, the second order autocor-
relation function is depicted in Fig. 3.7 and the third order autocorrelation function
in Fig. 3.8.

As can be seen, the maximal value of those functions is lower than if m-sequences
are used and it even gets lower for longer Golay complementary sequences. Some of
the terms are negative and some are positive which can cause that some artefacts,
caused by the non-linearities will cancel out. Also, those functions are more noise-
like than in the case of m-sequences. That will cause that the artefacts will not
appear as spurious peaks as in case of m-sequences, but will be spread over time
and will increase the overall noise floor instead.

An example measurement using Golay complementary sequences is depicted in
Fig. 3.3 (c). There are practically no spurious peaks, but the overall noise floor is
slightly higher as was explained in the previous paragraph. The SFDR has further
improved by 12.3 dB. Nevertheless, the amplitude of the estimated impulse response
is of course still affected by the non-linearities.
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Fig. 3.7: Second order circular autocorrelation function of complementary Golay
sequences.

3.4.4 Non-inverted and inverted Golay complementary se-
quences as an input signal

It is also possible to apply the approach from Sec. 3.4.2 to the Golay complementary
sequences. In this case, the system is probed by four sequences: 𝑎(𝑡), −𝑎(𝑡), 𝑏(𝑡)
and −𝑏(𝑡). Outputs of the measurements are then cross-correlated with their corre-
sponding inputs and averaged to obtain an estimate of 𝑔1(𝜏), which is not affected
by even order distortion, e.g.

𝑔1(𝜏) ≈ 1
4Δ𝑡

(𝑅𝑦𝑎𝑝𝑜𝑠𝑎 + 𝑅𝑦𝑎𝑛𝑒𝑔(−𝑎) + 𝑅𝑦𝑏𝑝𝑜𝑠𝑏 + 𝑅𝑦𝑏𝑛𝑒𝑔(−𝑏)). (3.38)

3.5 Probing the system with multiple sequences
When the system is probed with only one periodic sequence (for example with
the m-sequence, as was shown earlier in Sec. 3), the process of obtaining the CIR
at some time instant is straightforward. The sequence is seamlessly repeated at
the transmitter and at the receiving side, it is possible to take a snapshot with a
length of the sequence 𝑇 at any time. The estimate of the CIR is then obtained
by computing the (circular) cross-correlation between the transmitted and received
signal (Eq. 3.25).

However, as was proven earlier, it is often more advantageous to probe the system
with two or more sequences. This scenario is depicted in Fig. 3.9. In this example,
four sequences (𝑎, −𝑎, 𝑏, −𝑏) are used. Every sequence is transmitted twice because
the channel introduces some delay and in order to obtain a correct CIR estimate,
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Fig. 3.8: Third order circular autocorrelation function of complementary Golay se-
quences.

it is needed that the receiving (correlation) window (of length 𝑇 ) contains only the
corresponding sequence. This is illustrated in the example by a direct and delayed
path. The signals from those paths are added at the receiver and the correlation
windows are correctly aligned so that it contains only corresponding sequences.

This approach of course significantly extends the measurement time, during
which the channel has to remain static. However, in our measurement scenarios,
it is still possible to consider the channel static also for small multiples of 𝑇 , thus it
has a negligible effect on the CIR estimate.

It is also not necessary to repeat each sequence twice; it is possible to repeat only
a fraction of the sequence as long as the length of the repeated section is larger than
the maximal delay introduced by the channel. This approach is similar to the well
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known Cyclic Prefix (CP) which is used commonly in OFDM systems over fading
channels. Using this technique, it is possible to adjust the overall signal (set of
sequences) length to an arbitrary value. For example, in some of our measurement
scenarios, the transmitter and receiver cannot be connected by a reference and
triggering cable, so the triggering at the receiving side was performed based on the
10 MHz reference signal, generated locally by a Rubidium or Global Positioning
System (GPS) disciplined oscillator. The overall signal length was adjusted to be
an exact multiple of the period of this reference signal.

-a b -ba

direct path

delayed path

rx

correlation window

Fig. 3.9: Probing the system with multiple sequences.

3.6 SFDR of the system

3.6.1 SFDR of the baseband system
Results presented in this section were obtained by the back-to-back test of the
baseband system, e.g. the output of the baseband binary sequence generator was
connected directly to the oscilloscope by a coaxial cable.

The used baseband binary sequence generator offers variable output power from
-19 dBm to 13 dBm. Probably due to the variable output amplifier stage, it has
different signal purity at various output power levels. Four sets of sequences SFDR
were measured and compared. Each sequence has approximately the same length
(T), however, each set has a different count of sequences. Each sequence was trans-
mitted twice for the reasons mentioned in the previous section. This, of course,
results in different measurement times when using different sets of sequences. The
sets with fewer sequences were repeated and averaged to improve the SNR and to
provide an objective comparison in terms of measurement time. The used sets and
their corresponding properties are summarized in Tab. 3.1. Measurement results are
shown in Fig. 3.10. To give a better insight into the performance of individual sets,
results where several thousands of measurements were averaged, are also depicted.
This helps to differentiate whether the SFDR is limited by the spurs or by noise.
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3.6. SFDR OF THE SYSTEM

Set name # of sequences Meas. time Averaging factor
m-seq. 1 T 8

m-seq., inv. m-seq. 2 4T 2
Golay pair 2 4T 2

Golay pair, inv. Golay pair 4 8T 1

Tab. 3.1: Sets of sequences used for measurements.

−15 −10 −5 0 5 1030

40

50

60

70

80

Pout [dBm]

SF
D

R
[d

B]

m-sequence
m-sequence, inverted m-sequence
Golay pair
Golay pair, inverted Golay pair
avg m-sequence
avg m-sequence, inverted m-sequence
avg Golay pair
avg Golay pair, inverted Golay pair

Fig. 3.10: SFDR of the baseband system.

It can be seen that the basic m-sequence has the lowest SFDR under all circum-
stances and that the SFDR is limited by spurious peaks at all power levels, thus
cannot be improved by averaging.

The m-sequence and inverted m-sequence performs better. Its SFDR is limited
by the noise of the system to the output power level approximately -5 dBm and
then it is limited by the spurs.

As was stated in the previous sections, the Golay complementary pairs behave
differently. It can be seen that SFDR can be slightly improved by averaging at all
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power levels.
The combined approach of the Golay pairs and inverted Golay pairs, which

completely mitigates the effects of the even order kernels and then exploits the
Golay pairs’ properties, shows superior performance under all circumstances.

3.6.2 SFDR of the system without PA and LNA

The results presented in this section were obtained by the back-to-back test of the
system without amplifiers, e.g. the output of the up converter was connected directly
to the input of the down converter by waveguides and coaxial cables.

Based on the results described in the previous section, the output level of the
baseband generator was set to 10 dBm, where the basic m-sequence has the best
performance. This signal was then attenuated to match the input power level of the
up converter and fed into its input.

A similar measurement as in the previous section was performed; this time vary-
ing the power level of the LO (of both up and down convertor) from 5 dBm to
14 dBm. The results are depicted in Fig. 3.11.

The results are similar to the results carried out in the baseband. It can be
seen that the up-down converter starts working at approximately 5 dBm of the
LO input power. The SFDR (of all sets of sequences) increases until the power of
approximately 9 dBm, where the up-down converter reaches saturation.

The SFDR of the two sets — m-sequence and m-sequence, inverted sequence —
in the saturation is limited by the spurs and thus cannot be increased by averaging.

3.6.3 SFDR of the complete system (including PA and LNA)

The results presented in this section were obtained by the back-to-back test of the
complete system which is depicted in Fig. 3.1. A variable attenuator was connected
between the PA and LNA to simulate the path loss.

Based on the results described in the previous section, the LO power level was
set to 9 dBm, where the basic m-sequence shows the best performance. The SFDR
performance of all sets of sequences when varying the simulated path attenuation is
depicted in Fig. 3.12.

It can be seen that the performance of the system is limited mainly by the noise
of the LNA. For this reason, the SFDR of all sets of sequences is almost the same
at attenuation levels from 60 dB to 45 dB. At 45 dB of attenuation, the SFDR
of the basic m-sequence starts to decrease as a result of the LNA non-linearity.
The m-sequence and inverted m-sequence performs better, however, at 40 dB of
attenuation, the performance starts to degrade as well.
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Fig. 3.11: SFDR of the system without PA and LNA.

The remaining two sets show increasing SFDR performance, however, at 35 dB
of attenuation, the LNA reaches its 1 dB compression point, so it is inappropriate to
increase the power level even more. This leads to maximal SFDR of approximately
40 dB. The averaged results also show that the SFDR can be greatly increased by
averaging, however, this impractically extends the measurement time.

3.7 IQ imbalance

The Sivers IMA FC1003V/01 [24] up-down converter, which is utilized in the system,
uses a direct conversion (homodyne) architecture. This architecture offers several
benefits, such as easy integration, low cost and high selectivity. On the other hand,
it suffers from IQ amplitude and phase imbalance. Due to the huge bandwidth of
the system, those imbalances are also frequency selective. Detailed discussion on
the IQ imbalances issue can be found for example in [37].

This section describes a technique for frequency selective IQ imbalance estima-

43



CHAPTER 3. MILLIMETER WAVE BAND TIME DOMAIN CHANNEL SOUNDER

3638404244464850525456586010

20

30

40

50

60

70

attenuation [dB]

SF
D

R
[d

B]

m-sequence
m-sequence, inverted m-sequence
Golay pair
Golay pair, inverted Golay pair
avg m-sequence
avg m-sequence, inverted m-sequence
avg Golay pair
avg Golay pair, inverted Golay pair

Fig. 3.12: SFDR of the complete system.

tion and compensation for the discussed channel sounder system. A similar system,
including its (frequency flat) IQ imbalance calibration utilizing a delay line, was de-
scribed in [9]. Approach described in this section can be done without any additional
hardware (delay line) and compensates for frequency selective IQ imbalance.

As was stated earlier, only one of the IQ inputs is used in the up-converter at
the transmitter side, thus the IQ imbalance is a concern only at the receiver side.

In scope of this section, we assume that the non-linear effects are mitigated by the
techniques described in the previous section. Thus, we can consider ℎ(𝑡) ≈ 𝑔1(𝑡) and
𝐻(𝑓) ≈ 𝐺1(𝑓). In this case, a single measured CTF, affected by the IQ imbalances,
can be modeled as

𝐻 ′
𝑖(𝑓) = 𝐻𝑖(𝑓) + 𝑘(𝑓) · 𝐻𝑖(−𝑓), (3.39)

where 𝑖 = 1, 2, . . . , 𝑁 denotes the 𝑖th measurement in the set of 𝑁 measurements,
𝐻 ′

𝑖(𝑓) is the complex baseband representation of the CTF, 𝐻𝑖(𝑓) is the complex
baseband representation of the CTF without the effects caused by IQ imbalance
and 𝑘(𝑓) is the complex frequency dependent IQ imbalance coefficient.
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Please note that the described channel sounder system operates in the time
domain, e.g. the result of the measurement is the CIR. However, it is easy to
transform between the time and frequency domain representation utilizing the FFT
and IFFT, e.g.

𝐻𝑖(𝑓) = FFT{ℎ𝑖(𝑡)} (3.40)

and
ℎ𝑖(𝑡) = IFFT{𝐻𝑖(𝑓)}. (3.41)

As can be observed from Eq. 3.39, the IQ imbalance causes self-interference,
which can be, depending on the phase shift between the transmitter and receiver,
constructive or destructive.

To illustrate the situation, consider this scenario: the transmitter is connected
directly to the receiver by a coaxial cable and attenuator (back-to-back) and one of
the LOs has a small frequency offset of Δ𝑓 ≈ 100 mHz. Several hundreds of CIRs
are then taken at 𝑓𝑚𝑒𝑎𝑠 ≈ 10 Hz. The resulting CIRs are depicted in Fig. 3.13.

Fig. 3.13: Example of a back-to-back measurement without IQ imbalance correction.

As can be seen, there is one strong delayed path with decay, which corresponds
to the behavior of a coaxial cable, however the amplitude of the strongest path varies
by 3.09 dB within the observations, despite a completely static channel.

A trace of the strongest component of the CIR from Fig. 3.13, plotted in the
complex plane, is depicted in Fig. 3.14, blue plot.

It can be clearly seen that the trace rotates around the origin according to the
phase difference of the oscillators. However, it does not rotate around a perfect circle
(green trace) but follows an elliptic curve, which is caused by the IQ imbalance.
It also explains the amplitude fluctuation in Fig. 3.13 — ellipse does not have a
constant distance from the origin, which is the amplitude of the component.
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Fig. 3.14: Trace of the strongest component of the CIR in the complex plane. Blue:
measured data, without IQ imbalance corrections, red: measured data, with IQ
imbalance corrections, green: ideal (circle fit).

3.7.1 IQ imbalance compensation
According to Eq. 3.39, an estimate of the original CTF can be recovered by

�̂�𝑖(𝑓) = 𝐻 ′
𝑖(𝑓) + 𝑘′(𝑓) · 𝐻 ′

𝑖(−𝑓), (3.42)

where 𝑘′(𝑓) is the complex correction coefficient.
The dataset (transformed into the frequency domain), depicted in Fig. 3.13, can

be considered as a calibration data in order to obtain the correction coefficients 𝑘′(𝑓)
as

𝑘′(𝑓) = arg min
𝑘′∈C

𝜎2(|𝐻 ′(𝑓) + 𝑘′(𝑓) · 𝐻 ′(−𝑓)|), (3.43)

where 𝜎2(𝑥) stands for the variance of the vector 𝑥 and 𝐻 ′(𝑓) = [𝐻 ′
1(𝑓) 𝐻 ′

2(𝑓) . . .

𝐻 ′
𝑁(𝑓)]𝑇 . Using Eq. 3.43 for every frequency bin 𝑓 , such value of 𝑘′(𝑓) can be found

that the resulting trace of �̂�(𝑓) in the complex plane fits a circle best in the least
squares sense. The solution can be obtained iteratively by using Matlab function
fminsearch.
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Fig. 3.15: Correction coefficient 𝑘′(𝑓), computed from data depicted in Fig. 3.13, in
polar representation.

Correction coefficient 𝑘′(𝑓), computed from the data shown in Fig. 3.13, utilizing
Eq. 3.43, is depicted in Fig. 3.15. It can be seen that the absolute maximal value
is about 0.3 at low frequencies and then it tends to reduce for higher frequencies,
while the argument is almost constant for the whole frequency range. Please note
that the used up-down converters have DC-coupled inputs and outputs, so there
is no relevant information at near zero frequencies, which causes the spikes around
0 Hz. Also, as the absolute value of the correction coefficient 𝑘′(𝑓) is almost zero at
higher frequencies, its argument is getting noisy.

Fig. 3.16: Example of a back-to-back measurement with IQ imbalance correction.
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Data from Fig. 3.13 with IQ imbalance corrections from Fig. 3.15 applied are
depicted in Fig. 3.16. It can be seen that the amplitude fluctuation has reduced
from 3.09 dB to 0.75 dB, e.g. by 2.34 dB. A trace of the strongest component of
the IQ corrected CIR from Fig. 3.16, plotted in the complex plane, is depicted in
Fig. 3.14, red plot. It can be seen that the shape approaches the ideal circle (green
plot).

3.8 Conclusion
A millimeter wave band channel sounder operating in the time domain was presented
in this chapter. A brief description of the instruments, principles and methods uti-
lized in the system was given. The theoretical background when using the system
in both linear and weakly non-linear environments and the data processing were
described in detail. Several relevant properties of the m-sequences and Golay com-
plementary sequences and their variations were discussed. Their performance in
terms of SFDR was compared under various conditions. Broadband IQ imbalance
compensation method was proposed and discussed.
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4 TIME-DOMAIN NONSTATIONARY INTRA-
CAR CHANNEL MEASUREMENT IN 60 GHZ
BAND

This chapter is a postprint version of the following published paper:

A. Prokes, J. Vychodil, M. Pospisil, J. Blumenstein, T. Mikulasek, and A. Chandra,
“Time-Domain Nonstationary Intra-Car Channel Measurement in 60 GHz Band,”
in 2016 International Conference on Advanced Technologies for Communications
(ATC), 2016, pp. 1–6.

Author of this thesis contribution
This paper contains results from one of the first experiments with measurement

setup described in Chapter 3. The measurements were done using m-sequences as
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Abstract— The paper deals with a time varying intra-vehicle 
channel measurement in the 60 GHz millimeter wave (MMW) 
band using a unique time-domain channel sounder built from off-
the-shelf components and standard measurement devices. The aim 
of the presented work is to describe the sounder architecture, the 
primary data processing technique, and preliminary results of 
measurements aimed at the effect of vehicle vibrations and 
twisting, and passengers moving in a car cabin. As the amplitude 
of the car cabin vibration and twisting had been supposed to be 
comparable with the MMW wavelength, some effect on the 
channel impulse response (CIR) and consequently on the delay-
Doppler spread (DDS) was expected. Preliminary results confirm 
the correctness of this assumption and allow us to assess the effect 
of different above-mentioned phenomena. We tested the effect of 
driving the car on different types of road (bumpy road, flat road, 
highway, etc.). For comparison purposes we use DDS and statistics 
of CIR amplitudes calculated using the correlative technique 
applied to the pseudorandom binary sequence. 

Keywords—millimeter wave; channel measurement; channel 
sounder; channel impulse response; Doppler spread 

I. INTRODUCTION 

Recent societal trends show a continuously increasing 
demand for transport of people and goods. To make transport 
safer, more efficient, and cleaner, various traffic telematics 
services are currently under development. Besides the above 
requirements we have to consider the fact that traveling people 
spend a lot of time in public and private transportation. This time 
can be made more enjoyable by ensuring internet access or by 
installing some entertainment systems in vehicles. Hence in 
recent years there has been a growing demand for WPANs 
offering high data rates for short range intra-vehicle 
communication applications. Manufacturers of vehicles, 
aircraft, combat vehicles, etc. have a great interest in replacing 
wired communication links by wireless ones in order to save 
installation costs. These systems allow, for example, connecting 
the (rear) seat entertainment system without using cables, 
integrating the passenger mobile devices into the vehicle 
network or interconnecting a variety of car sensors with a central 
unit and actuators. There are many locations in the vehicle where 
the wired connection is impractical or even impossible (steering 
wheel, tires, and windshields). Moreover, as the number of intra-
vehicle sensors and devices steadily increases, the wiring 
harness is becoming one of the heaviest components in a modern 

vehicle and as such is considered to have a significant impact on 
fuel consumption and ecology [1], [2]. 

There are several technologies such as Bluetooth or ZigBee 
available today that can be considered as candidates for intra-
vehicle communication [2]. The Bluetooth provides sufficient 
bandwidth for multimedia but requires high transmitting power 
and connecting a large number of nodes is not straightforward. 
The ZigBee lacks throughput for multimedia applications and 
exhibits significant latency, which is unacceptable for certain 
intra vehicle scenarios. Due to the limitations of the above 
systems the other frequency bands such as ultra-wide band 
(UWB) defined by the IEEE 802.15.x recommendation (3.1 to 
10.7 GHz) or millimeter wave (MMW) band (57 to 64 GHz) are 
being investigated for short-range communication purposes.  

The intra-vehicle environment exhibits very specific 
propagation characteristics such as multipath propagation, 
shadowing, and non-stationary behavior. However, its 
investigation has been pursued predominantly for stationary 
case. Many works are based on the frequency-domain 
measurement using a vector network analyzer, which offers an 
excellent dynamic range (100–120 dB) but very long 
measurement times. With this approach, the complex transfer 
function (scattering parameter s21 referred to as the forward 
voltage gain) being measured is converted into a channel 
impulse response (CIR) using a windowed inverse fast Fourier 
transform. An averaged set of the squared CIRs then forms a 
power delay profile (PDP), which is the most frequently used 
characteristic for both small- and large-scale channel feature 
evaluation.  

In [3] and [4] the UWB and the MMW intra-car channels are 
compared for different scenarios (different antenna 
configurations, empty and occupied car). The comparison is 
performed through the delay spread and the path-loss calculated 
from CIR or PDP. It is obvious that on the one hand the MMW 
band suffers from higher propagation and penetration losses 
(stronger shadowing effect) compared to the UWB but on the 
second hand the lower delay spread implies a lower complexity 
channel estimation and the usage of high-gain steerable antennas 
in a small physical form allows an easier MMW system 
implementation. The suitability of the MMW band for the intra-
car communication based on signal- to-noise ratio (SNR) and 
interference evaluation is given in [5]. 
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Fig. 1.   Block diagram of time-domain channel sounder.

A time-domain intra-car channel measurement, which 
allows very fast measurement periods, but at the cost of low 
dynamic range (30 – 40 dB), has (according on our survey) been 
performed only for the UWB.  Some experiments are performed 
via sounding the channel with narrow (picoseconds) Gaussian 
or common impulses. The CIR is then calculated from the 
received signal usually using the CLEAN deconvolution 
algorithm. While in [6] and [7] the authors deal with stationary 
channel characterization using the RMS delay spread, the cluster 
arrival rate, or the mean excess delay, in [8] a stochastic tapped 
delay line model for stationary but also for moving car scenario 
is created. Another time-domain measurement technique results 
from sounding the channel with a pseudo-random binary 
sequence (PRBS). A correlation principle used for the CIR 
calculation provides a relatively high correlation gain which is 
the biggest advantage over the narrow impulse channel sounding 
approach. The PRBS based channel sounder for multiple time-
variant radio propagation channel measurement in different 
UWB bands and in the 59.5 – 66.5 GHz MMW band is 
introduced in [9]. It performs up to 100 measurements per 
second and offers 67 dB of instantaneous dynamic range and 
7 GHz of bandwidth. Another UWB channel sounder using 
correlation technique can be found in [10]. However, intra-
vehicle channel measurement using such a sounder has probably 
not been published yet. 

The main contributions of the paper are  

 introduction of a novel concept of time-domain PRBS 
based MMW channel sounder built from off-the-shelf 
components and standard measurement devices, 

 presentation of original preliminary results of 
measurements aimed at the effect of vehicle vibrations 
and twisting due to driving the car on different types of 
roads, and passengers moving in the car cabin. 

We analyzed the above effects through the delay-Doppler 
spreading function (DDSF) and through the statistical 
distribution of the CIR magnitudes. 

The rest of the paper is organized as follows. Section 2 
describes the measurement setup including the antenna radiation 
characteristic and the list of the fundamental parameters. Section 
3 briefly informs about the techniques of signal processing used 
for both the CIR and the DDSF calculation.  Then, in the most 
important section, Section 4, the DDSF evaluated for different 
scenarios and statistics of the CIR are given. A summary of the 
paper is given in the Conclusion. 

II. MEASUREMENT SETUP 

The time-domain measurement testbed (see Fig. 1) is created 
using a Tektronix MSO72004C (20 GHz, 50 GS/s) Mixed 
Signal Oscilloscope, an Anritsu MP1800A Signal Quality 
Analyzer (working as a generator of PRBS), a SiversIma 
FC1003V/01 up/down converter changing the frequency from 
baseband to the MMW band in transmitter (TX) and back in 
receiver (RX), and an Agilent 83752A a frequency stable, low 
phase noise generator (carrier generator for up/down 
conversion). In order to compensate for large propagation loss 
in the MMW band the Quinstar QLW-50754530-I2 low noise 
amplifier and QPW-50662330-C1 power amplifier are used. To 
achieve good time synchronization between the MP1800A and 
MSO72004C both devices are supplied with a 10 MHz reference 
frequency generated by the oscilloscope. For the case of moving 
car channel measurement the sounder is placed in the car and 
supplied with uninterruptible power supply (DELL 5600W 4U 
230V). The filter 0.1 – 5 GHz is optional and limits together with 
the internal up/down converter filter the frequency band of 
PRBS. 

Ethernet cable
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Fig. 2. Simulated radiation patterns of the open waveguide. 

The operation of the testbed is straightforward. The seamless 
repeating PRBS of the length Nbit = 2k – 1 bits, where k can in 
our system vary from 7 to 31, and data rate RPS = 12.5 Gbit/s is 
frequency limited to the 0.1 – 5 GHz bandwidth, up-converted 
into the 59.1 – 64 GHz MMW band, and then fed to the power 
amplifier with a gain of 30 dB through a 2.5 m phase stable 
coaxial cable (Megaphase TM67-V1V1-138) with an 
attenuation of 26 dB. The MMW signal is irradiated and 
received using the open-ended waveguide antennas QuinStar 
QWS-V02000. The radiation pattern of the waveguide is shown 
in Fig. 2 [11]. It is obvious that radiation in the H-plane is more 
directional but due to the large propagation loss of the MMW 
signal the effect of indirect components is less important. 
However, for the first experiments such a solution is reasonable. 
The received signal then passes through the amplifier with a gain 
of 30 dB and a noise figure of 4.5 dB. The waveguide isolator 
prevents the receiver from oscillating. The quadrature down-
conversion produces two baseband signals, I and Q, which are 
digitized and stored in the internal oscilloscope memory. 
Because the converter includes the frequency multiplier by a 
factor of 4, the generator output frequency is set to 14.75 GHz 
(see e.g. upper frequency calculation: 5 GHz + 4×14.75 GHz = 
64 GHz).  

The repeating PRBS is chosen as the excitation signal due to 
the very good circular correlation properties of selected PRBSs 
which invoke using a very convenient circular auto-correlation 
technique for the CIR calculation. The PRBS length then defines 
the maximum observable time span Tmax = Nbit/RPS. For the 
chosen k = 11 we get Nbit = 2047 and Tmax = 163.8 ns. Assuming 
the speed of light c = 3×108 m/s we can obtain the maximum 
observable distance Lmax = 49.13 m. Selected system parameters 
are summarized in Table 1. 

In order to suppress the oscilloscope wideband noise, we use 
the 8 GHz user-selectable bandwidth limit filter. This option can 
only be used when the full maximum sampling rate RS = 50 GS/s 
is chosen. Considering the memory depth of the oscilloscope MD 
= 31.25 MSa per channel and the above mentioned time span 
Tmax = 163.76 ns we can calculate important system parameters 
such as the maximum measurement rate (number of 
measurements per second), number of samples per CIR, number 
of saved CIRs, and total measurement time (see Table 1). 
Because the maximum measurement rate (e.g. 6.1 × 106 Meas/s 
for k = 11) is too high for our needs we insert between two 
consecutive   CIR   measurements  the   time    delay   TD = 1 ms. 

TABLE I.  LIST OF SELECTED SYSTEM PARAMETERS 

 Relation k = 10 k = 11 k = 12 
Number of PRBS bits [-] Nbit = 2k – 1 1023 2047 4095 
Maximum observable 
time [ns] Tmax = Nbit/RPS 81.84  163.76  327.60 

Maximum observable 
distance [m] Lmax =  cTmax 24.53 49.13 98.21 

Max. measurement rate 
[Meas/s × 106] RM = 1/Tmax 12.22  6.10  3.053 

Number of samples per 
CIR [-] NCS = NbitRS/RPS 4092 8188 16380 

Number of saved CIRs [-] NCIR = MD/NCS 7636 3816 1907 
Total measurement time  
[s] TM = NCIRTmax  624.8  

Correlation gain [dB] GC = 20log(Nbit) 60.20 66.22 72.25 

The time delay is controlled by the oscilloscope and precisely 
triggered by the signal quality analyzer. Such a sampling period 
allows us to analyze the Doppler spread up to approximately 
500Hz from the 3816 CIR records corresponding to the 3.816 s 
time interval. For additional information about the channel 
sounder modified for the UWB see [12].  

The installation of the test-bed in Skoda Octavia 1.9 TDI car 
is shown in Fig. 3. For all the measurements we placed the 
transmitting antenna behind the rear seats on the right side of the 
car while the receiving antenna was situated on the right side of 
the dash board (see Fig. 4). Both antennas were aligned to the 
center of the car cabin. The line-of-sight communication is 
blocked by the passenger siting on the front seat. 

III. SIGNAL PROCESSING TECHNIQUES 

As mentioned above the proposed channel sounder benefits 
from the correlation technique which increases significantly the 
dynamic range because the SNR of the receiver is improved by 
the correlation gain. Since the dynamic range of the 
MSO72004C oscilloscope is about 35 dB [13], the total dynamic 
range approaches 100 dB theoretical limit (for k = 11). 
Unfortunately, the CIR calculated using correlation of PRBS 
passing through a nonlinear system (represented in our case by 
amplifiers and mixers) exhibits plenty of spurs [14], which 
markedly decreases the dynamic range. This phenomenon that 
depends on the signal level and PRBS length and limits the 
dynamic range of the sounder to 30–50 dB is now intensively 
studied and suitable technique for the spurs mitigating is sought. 

 
Fig. 3. Installation of the tesbed into car Skoda Octavia 1.9 TDI. 
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Fig. 4. Installation of the receiver (left) and transmitter (right). 

  The channel is assumed to behave as a linear time invariant 
(LTI) system having an impulse response h(t). To estimate h(t) 
the cross correlation Rxy(t) between the LTI system output and 
input may be employed in accordance with [15] 

 𝑅 (𝜏) = [ℎ(𝑡) ∗ 𝑅 (𝑡)](𝜏), (1) 

where Rxx() is the autocorrelation function of the input signal 
and  denotes convolution. In order to obtain high correlation 
gain we employ m-sequences [16] which belong to the family 
of PRBS. The autocorrelation of the m-sequence is actually a 
sharp triangle function (note that the theoretical circular 
autocorrelation of an m-sequence is a Kronecker delta 
function), however, for our purpose we can write Rxx() ≈ 
ps(), where ps is a constant related to a signal power and () 
is the Dirac pulse. Thus, the cross correlation function is equal 
to the system impulse response as follows 

 𝑅 (𝜏) = [ℎ(𝑡) ∗ 𝑝 𝛿(𝑡)](𝜏) = 𝑝 ℎ(𝜏). (2) 

The cross correlation Rxy(t) can be calculated using 
convolution. For this purpose let sm(t) denotes the periodical 
excitation PRBS signal (LTI system input) and r(t) denotes the 
received signal (LTI system output). Then under simplifying 
condition 𝑝 = 1  and considering the relation between 
correlation and convolution [15] the CIR can be expressed as 

  ℎ(𝑡) = 𝑐𝑜𝑟𝑟[𝑟(𝑡), 𝑠 (𝑡)] = 𝑟(𝑡) ∗ 𝑠∗ (−𝑡). (3) 

To accelerate the CIR calculation, equation (3) is transformed to 
the frequency domain and back using the complex fast (inverse) 
Fourier transform ((I)FFT)  

 ℎ(𝑡) = 𝐼𝐹𝐹𝑇{𝐹𝐹𝑇[𝑟(𝑡)] × 𝐹𝐹𝑇[𝑠∗ (−𝑡)]}. (4) 

An appropriate metric for the assessment of the car 
vibrations and passenger movements is the delay-Doppler 
spreading function [17]. The CIR calculation (4) corresponds to 
a single measurement. As mentioned above we measured set of 
NCIR responses in regular 1 ms intervals. Let us designate this 
time by the letter 𝜗. Then we have to distinguish the sampling 
time (oscilloscope recording time) t from the measuring time 
(time of regular CIR measurements) 𝜗, as shown in Fig. 5, and 
write the CIR as a two dimensional function ℎ(𝑡, 𝜗). The DDSF 
can then be written in the form 

 
Fig. 5. Example of CIR magnitude for driving the car on a highway. 

   𝑆(𝑡, 𝑓 ) = ∫ ℎ(𝑡, 𝜗) 𝑒 𝑑𝜗, (5) 

where fD is the Doppler frequency and ℎ(𝑡, 𝜗) can be expressed 
as a sum of P multipath components (paths) at any time 𝜗, i.e. 

 ℎ(𝑡, 𝜗) = ∑ 𝑎 (𝜗)( )
𝑒 , ( )𝛿[𝑡 − 𝑡 (𝜗)], (6) 

where p is the complex attenuation factor, fD,p is the Doppler 
shift, and tp is the time delay associated with the p-th path. In 
reality we calculate the DDSFs applying FFT to the measured 
series where t is constant and 𝜗  varies from 0 to NCIRTD. For 
this purpose we select only the cases where the CIR exceeds the 
noise (e.g. for 𝑡 ∈ 〈40 𝑛𝑠, 50 𝑛𝑠〉 as is obvious from Fig. 4) and 
in the following step we average them. Considering the fact, 
that both the times t and 𝜗 are discrete (t = n/RS and 𝜗 = 𝑘𝑇 , 
where n and k are integers), the average DDSF can be expressed 
in the form 

 𝑆(𝑓 ) = ∑ 𝑆(𝑛 𝑅⁄ , 𝑓 ), (7) 

where n1 is the sample ordinal number calculated as a median of 
the ordinal numbers of all the measured CIR maxima in a single 
record, and n2 corresponds to the coordinate of the maximum 
excess delay value. 

Other metrics used to evaluate the time variant behavior of 
the channel are the probability distribution function (PDF) and 
the cumulative distribution function (CDF) of the CIR for 
constant sampling time t. 

IV. RESULTS 

First we carried out a few reference measurements inside an 
empty car parked in an underground garage. The measurement 
devices were placed outside the car. We investigated the effects 
of running engine at different revolutions per minute (rpm) and 
the effects of a very loudly playing built-in audio system on the 
car cabin vibrations. Then we installed the test bed into the car 
as shown in Figs 3 and 4 and conducted a set of 120 
measurements for the car traveling over different types of road 
(flat road, cobblestone road, bumpy road with potholes, old and 
new highways, etc.) at different speeds. The car was occupied 
by a driver, a front passenger, and a passenger sitting behind the 
driver (controlling the test-bed).  
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Fig. 6. Comparison of the DDSF magnitudes for different chirps. 

A. Delay Doppler spread 

For the reference measurements we prepared a set of MP3 
sound files (chirps and pure sine waves) at frequencies between 
20 Hz and 400 Hz. We also tested the influence of different 
antenna locations. The DDSF for three different chirps 
(harmonic signal swept from lower to upper frequency) is shown 
in Fig. 6. It is evident that the effect of the lower frequencies is 
more marked than the effect of the upper ones. There are also 
some local minima and maxima caused probably by mechanical 
resonances of particular objects in the car cabin and possibly 
also by mechanical resonances of the transmitting or receiving 
antennas. Frequencies above 150 Hz have almost no influence 
on the channel. Note that the voltage density drop in dependence 
on frequency is influenced probably also by the acoustic 
pressure, generated by speakers, which is higher at the lower 
frequencies.  

The effect of the running engine is very similar. It can be 
observed dominantly at low rpm as is obvious from Fig. 7. Note 
that the four-stroke engine running at 800 rpm produces 1600 
ignitions per minute which corresponds to 13.3 revolutions and 
26.6 ignitions per second. It is obvious that the effect of the car 
body vibration is minimal at the engine rpm corresponding to 
common ride, which testifies to the good damping of engine-
induced vibrations in recent cars. 

 
Fig. 7. Effect of running engine at different rpm on the DDSF magnitude. 

 
Fig. 8. Effect of passengers moving quickly their hands and bodies. 

An interesting result was obtained when the passengers were 
moving their hands and bodies inside the stationary (parked) car. 
As is obvious from Fig. 8 up to 45 Hz there are significant 
components in the spectrum. This phenomenon was taken into 
account during the measurements in the moving car. The 
passengers tried to remain as motionless as possible, which was 
very difficult particularly for the driver and the person 
controlling the test-bed.  

In the next step we evaluated all the measurements carried 
out in the moving car and compared the DDSFs. The results are 
ambiguous. The same scenario (the same road and speed) can 
produce very different results. It is probably caused by 
unintentional passenger movements. Due to the large amount of 
measurements we can exclude such anomalous results and state 
typical representatives for particular situations. An example of 
DDSF representatives for two different roads is shown in Fig. 9. 
It is obvious that the bumpy road causes more DDSF spectral 
components. It is also evident that the magnitude of DDSF in 
Figs. 8 and 9 is much larger than the magnitude in Figs. 6 and 7. 
Hence the effect of the running engine on the moving car DDSF 
is negligible. For completeness let us mention that the influence 
of the surrounding environment (other vehicles) was not proved. 

 
Fig. 9. DDSF magnitude calculated for the two different road surfaces. 
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Fig. 10.  The PDF and the CDF of the CIR magnitude (stair plot) and their 

fitting using GEV  distribution (dashed line). 

B. Probability density and cumulative density functions 

To create a stistical channel model in the time-domain it is 
nesesary to know the amplitude distribution of ℎ(𝑡, 𝜗). We tried 
to find the best fit between all the measured data and a  variety 
of probability distributions. The best fit was obtained using the 
generalized extreme value (GEV) distribution. It is defined by 
the location parameter , the scale parameter ,  and the 
shape parameter [18. Examples of the PDF and the CDF of 
the CIR magnitude and their fitting using the GEV distribution 
for the case of bumpy road are shown in Fig 10. The plots are 
depicted for the CIR coordinates n = tRS = n1 + 5i, where n1 is 
defined in Section III and i = 0,1,2… For all the CIRs we 
obtained the following limits 𝜇 ∈ 〈0.001, 0.03〉, 𝜎 ∈ 〈0.0005,
0.004〉, and  ∈ 〈−0.4, 0.1〉.  

V. CONCLUSION 

We propose a channel sounder realized without the need for 
designing and manufacturing any electronic circuits or 
equipment. It consists of standard measurement devices and 
common microwave components, and offers very good 
properties such as 5 GHz bandwidth, up to several millions 
measurements per second, up to a few seconds record length (we 
plan to extend it),  and a satisfactory dynamic range.  

By analysing the measured data we discovered that the 
effects of a running engine or a loudly playing built-in audio 
system are negligible when compared with the influence of car 
body vibration or twisting caused by the car motion. Of 
considerable effect on the channel time variance (expressed e.g. 
by the DDSF) are the movements of passengers in the car-cabin, 
which, among other things, are also caused by driving the car on 
a bumpy road or negotiating a curve, or by accelerating or 
braking. Unintentional passenger movement probably causes 
certain randomnes in the data measured, and some records have 
to be discarded when other effects such as car speed or road 
quality are evaluated. The CIR probability distribution in 
measurement time can be obtained satisfactorily using the GEV 
distribution. Note that here unpublished analyses of the CIR in 
sampling time can be found in many other works [3] - [7]. 
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Abstract—This paper deals with evaluating the effect of vehicle
vibrations on the mm-wave intra-vehicular channel. As some
of the vehicles’ vibration amplitude may reach the order of
millimeters, i.e., the amplitude is comparable with the mm-wave
wavelength (≈5 mm), it can produce severe Doppler spreads.

This paper evaluates Doppler spreads utilizing a mm-wave
time-domain correlative channel sounder built into a vehicle
which has been driven at different speeds on a variety of roads
with a broad spectrum of surface quality.

I. INTRODUCTION

The aging population, densification of current traffic and
the fundamental demand for safe and reliable transportation
has prepared an interesting market opportunity for automated
vehicles [1], [2]. It has, however, been recently recognized that
the attempts of bringing at least some of the desired functional-
ities of the smart/automated driving in the form of vehicle-to-
vehicle (V2V) communication based on IEEE 802.11p are not
quite satisfactory, namely due to the bandwidth and physical
layer constraints [3].

The authors in [4] state that the only viable solution for high
bandwidth connected vehicles is the millimetric (mm-wave)
band. The mm-wave band is usually understood to occupy
the frequency range from 55 GHz to 65 GHz. This band
provides around 10 GHz of unlicensed bandwidth (depending
on the local spectrum management authorities), but it also
suffers from high path-loss due to atmospheric absorption.
On the other hand, the mm-band enables the usage of high-
gain steerable antennas in a small physical form allowing for
beamforming, beamsteering or spatial multiplexing [5], [6].

In the field of intra-vehicular channel characterization, there
is a number of publications dealing with comparing different
frequency bands [7], providing mm-wave channel models and
spatial maps [8], [9] or channel stationarity [10]. Not only
the passenger compartment is measured, but also for example
the engine bay [11]. Also, the frequency domain channel
sounding, which has been used in all mentioned publications,
is discussed in detail in [12].

One of the rarely addressed issues of the vehicular high
bandwidth communication in the mm-wave band is the effect
of vibrations. Vibrations are caused by many reasons, for
example, bad road conditions with potholes can cause car body
relative movements and twisting. Also, the engine produces a
variety of vibrations depending on many variables such as its
revolutions per minute, temperature et cetera. On top of that,

the vehicle’s sound system is also recognized as a source of
vibrations.

Now, the typical wavelength of the mm-wave band is
around 5 mm and since the amplitude of the vibrations could
be in millimeters [13], the Doppler spread caused by this
movement could significantly impair any communication sys-
tem operating in the said conditions.

This paper deals with the characterization of the intra-
vehicular radio propagation (i.e., channel characterization) in
the frequency range of 55-65 GHz.

A. Contribution of the paper

• The main objective is to evaluate the Doppler spread
caused by the vibrations of the vehicle when in operation.
The operating conditions are characterized by the vehicle
velocity and a subjective index of the road condition.

• The channel impulse response (CIR) characterization in
terms of delay spread and exponentially decaying model
parametrization.

• We present a mm-wave correlative time-domain channel
sounder built from off-the-shelf parts and measurement
devices.

II. CORRELATIVE CHANNEL SOUNDING

This section is divided into three subsections. First, we
briefly state the time-variant channel parameters, then the
theoretical principle of the correlative time-domain channel
sounding and finally we provide a specific measurement setup
description including a block scheme of the in-house built
channel sounder (Fig. 1).

A. Time-variant channel parameters

The impulse response of a linear time-variant channel
with P propagation paths is written as [14]:

h(t, τ) =

P (t)∑

p=1

αp(t)e
j2πfD,ptδ (τ − τp(t)) , (1)

where fD,p is the Doppler shift, αp(t) is the complex attenua-
tion and τp(t) is the time delay associated with the p-th path.
Next, in order to characterize the time-frequency dispersion of
the channel, authors in [15] defined a useful metric, namely
the delay-Doppler spreading function, written as:
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Fig. 1: Block scheme of the time-domain correlative channel
sounder based on a m-sequence generator, a matched receiver,
an up/down converter and a stable external RF source.

S(τ, fD) =

∫ ∞

−∞
h(t, τ)e−j2πfDtdt. (2)

While sacrificing the possibility of observing the Doppler
effects development in the delay domain, by averaging the
delay-Doppler spreading function over the delays, we signif-
icantly improve the signal to noise ratio (SNR). Thus, the
vibration effect becomes more evident. The averaging is done
according to:

S̄(fD) =
1

τm

τm∑

τ

S(τ, fD), (3)

where τm is the maximal excess delay. We denote S̄(fD) as
the Doppler spectrum.

The delay-Doppler spreading function allows us to observe
the Doppler spread which is caused not only by the vibrations
of the vehicle, but also by other moving objects inside the
car. Let us point out that the attenuation of the car body and
windows is in the order of tens of decibels and the dynamic
range of the channel sounder is rather limited, so we do
not consider reflectors or scattered objects outside the car to
introduce any resolvable effects in the obtained data.

B. Theoretical principle of the correlative channel sounder

Apart from other possible solutions of the time-domain
channel sounding (e.g., listed in [14]), we employ a method
which utilizes an m-sequence [16] which relates to the family
of pseudo-noise sequences. The autocorrelation of the m-
sequence designated as Rxx is in fact a sharp triangle function,
however, for our purpose we can write Rxx ≈ δ(τ).

Now, let us consider a simple input-output relation:

y(t) = h(t)⊗ x(t), (4)

where y(t) is the signal captured by the channel sounder, h(t)
is the CIR, x(t) stands for the transmitted m-sequence and
finally ⊗ represents the convolution.

Applying the fact that the index of the transmitted m-
sequence is known to the receiver, the receiver is able to
estimate the CIR from the cross-correlation of the transmitted
and received signals x(t) and y(t) respectively because it holds
that:

Rxy(τ) = E [x∗(t)y(t)] = h(t)⊗Rxx(τ) ≈

≈ h(t)⊗ δ(τ) = h(t). (5)

In order to avoid systematic measurement errors and to
be able to accept the approximate relation (5), the channel
sounder as well as the sounding environment shall fulfill the
conditions listed in [17].

C. Measurement setup

1) Measurement site description: During the measurement
campaign, we have utilized a typical European passenger
vehicle, Skoda Octavia 2, equipped with a two-liter diesel
engine. The photographs from the measurement campaign
are in Figure 3.

The presented measurement campaign consists of numerous
channel measurements performed inside the car, while the car
was in motion. For each channel snapshot, we have recorded
the actual speed. Moreover, utilizing a subjective three-step
metric, the quality of the road was assessed by the driver of
the vehicle (i.e., for each channel measurement, we have an
index evaluating the ”bumpiness” of the actual road).

2) Antennas: The WR15 open-ended waveguide antennas
were used at both the RX and TX side with radiation patterns
depicted in Figure 2. While the TX antenna and the power
amplifier (PA) were mounted on the side-window next to the
rear passenger on the right hand side (see Fig. 3b), the RX
antenna, the up/down converter and the low-noise amplifier
(LNA) were mounted approximately in the middle of the
dashboard (see Fig. 3c). The antennas were fastened utilizing
suction caps.

-20dBi

-10dBi

0dBi

10dBi

90o

60o

30o
0o

-30o

-60o

-90o

-120o

-150o

180o
150o

120o

H-plane

-20dBi

-10dBi

0dBi

10dBi

90o

60o

30o
0o

-30o

-60o

-90o

-120o

-150o

180o
150o

120o

E-plane f = 55 GHz
f = 60 GHz
f = 65 GHz

Fig. 2: Measured gain pattern of the open-ended waveguide in
the E–plane and the H–plane for 55-65 GHz.

3) Measurement devices: The block scheme of the in-
house built channel sounder composed of the off-the-shelf
components is visible in Figure 1.

The measurement setup consisted of the Anritsu Signal
Quality Analyzer MP1800A for generating the m-sequences
with data rate 12.5 Gbit/s and 13 dBm output power. The
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(a) The trunk of the vehicle used for the
measurement campaign with UPS ensur-
ing circa 1 hour of operation and DC
power supply for LNA and PA.

(b) View from the back seat. The TX an-
tenna is mounted using a suction cap on the
side window. The PA and the TX antenna
are covered by absorbers.

(c) The view from the drivers seat. Be-
hind the absorbers on the dashboard is
the RX part with both the up/down con-
verter and the LNA.

Fig. 3: Photographs taken during the measurement campaign.

oscilloscope Tektronix MSO72004C was used as the matched
receiver with 16 GHz bandwidth and 50 GS/s sampling
frequency. The dynamic range was extended with the low-
noise and power amplifiers QuinStar QLW-50754530-I2 and
QPW-50662330 respectively. We also utilized the Sivers IMA
FC1003V/01 up and down converter to shift the signal to the
band of interest 55 - 65 GHz.

4) Real-time data processing: The length of the m-
sequences was determined by the relation N = 2k − 1,
where N is the m-sequence length and k is the order of
the m-sequence. Through this work, we chose k = 11, thus
N = 2047.

Now, considering that the internal memory of the os-
cilloscope is 31.25 MS and employing 50 GS/s sampling
frequency, we were able to capture 0.625 ms of the transmitted
signal into the fast internal memory of the oscilloscope (this
represents more than 3000 CIRs snapshot for one measure-
ment). Between each channel snapshot, there is a 1 ms pause.
Then, data was uploaded to a PC for post-processing and
further measurements could be performed.

III. RESULTS

This sections provides the post-processing results of the
measured data from the obtained CIRs as well as the evaluated
Doppler spreads.

A. Doppler spread

As depicted in the cutout in Figure 4, the Doppler spread
was determined as the spread of the main peak of the Doppler
spectra S̄(fD) exactly 1 dB above the noise floor. The noise
floor has been determined as the mean value of S̄(fD) while
not taking into account the vicinity of S̄(0) .

An important thing to point out is that we have also
performed calibration measurements in a laboratory without
the presence of any known vibrations. The result of this
measurement is depicted in Fig. 4 in red color. This was
done mainly in order to identify possible impairments of the
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Fig. 4: Comparison of two Doppler spectra. One is estimated
while the vehicle was in motion (30 km/h) and the second is
from the calibration measurement performed in a laboratory
(without vibrations). The cutout on the upper right corner
demonstrates how we evaluated the Doppler spread (in this
case 32 Hz).

channel sounder. It is visible, that spurious signals are 30 dB
weaker compared to the main peak around S̄(0). Moreover,
all datasets have been visually inspected such that no spurious
signals could affect the results.

In Figure 5 we plot the estimated Doppler spread as the
function of the vehicle speed. We also distinguish between
the road quality, which has been evaluated via a subjective
three-step index (a smooth road, a semi-smooth road and a
bumpy road). The road quality was assessed by the driver of
the vehicle.
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As is seen in Figure 5, on the roads with the worst quality,
we have reached only limited speeds between 15-50 km/h. The
estimated Doppler spread on the worst roads exhibits a mean
value of 37 Hz.

On the semi-smooth roads, with speeds from 80 km/h
to 160 km/h, we have recorded a mean Doppler spread of
38.6 Hz and on the smooth roads with the same speeds, the
mean Doppler spread is 37.7 Hz. Please note, that in Figure 5,
there is plotted a mean Doppler spread for all speeds and road
quality indexes together with its standard deviation 12 dB.
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Fig. 5: Comparison of the Doppler spread for various road
conditions and velocities. The mean and the standard deviation
of the Doppler spread are depicted.

B. Delay domain

As an example, in Figure 6 we plot 100 CIRs recorded
during a ride at 30 km/h on a bumpy road. The maximal
excess delay across all the captured CIRs is around 1 ns.
In literature (e.g., [8]), there are higher values reported, but
this is due to the limited dynamic range of the time-domain
sounder. Frequency domain channel sounders usually provide
notably higher dynamic range, but they can not capture fast
channel variations. The measured CIRs are parametrized by
the exponentially decaying model as:

h(τ) = exp

( −τ

0.37 ns

)
(6)

In Figure 1 we also plot a mean CIR (black curve) calculated
as the average of the 100 CIRs plotted in gray. In the
mean CIR, one can observe several (four or five) multi-path
component (MPC) clusters.

IV. CONCLUSION

Although the vibrations caused by this specific vehicle or
its engine may differ from other vehicles on the market, we
believe that this evaluation provides reasonable insight on
the values of the achieved Doppler spreads occurring in a
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Fig. 6: Example of the measured data. There are 100 measured
CIRs depicted in gray. This measurement was performed at
30 km/h on a bumpy road. The decay of the resolvable MPCs
clusters is modeled by an exponentially decaying process.

typical in-vehicle environment. We have captured around 30
recordings of the CIRs in a variety of road conditions and
speeds (each consisting of more than 3000 individual CIR
snapshots).

We compare the vibration-free calibration measurement
with the measurement of the vehicle in operation. The esti-
mated mean Doppler spread reaches up to 38 Hz. On the other
hand, it is evident that neither the vehicle speed nor conditions
of the road has a significant effect on the Doppler spread of
the mm-wave in-vehicle channel.

In the delay domain, we have characterized the obtained
CIRs by the exponential decay process. Although the dynamic
range of the correlative channel sounders is rather limited
(compared to the frequency domain method), we see approx-
imately four resolvable clusters of the MPCs.

To enhance the reproducibility of our research, we provide
representative datasets from our measurement for free on our
web pages: http://www.radio.feec.vutbr.cz/GACR-13-38735S/
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Abstract—This paper evaluates real-world intra-vehicle
millimeter-wave (mmWave) channel measurements per-
formed in a vehicular environment. Utilizing a correlative
time-domain channel sounder, we demonstrate the depen-
dency of the time-varying Rician K factor on the road
quality and instantaneous velocity of the measured vehicle.
Vibrations caused by the movement of the vehicle together
with mechanical properties of the vehicle’s chassis leads
to a mutual movement of the transmitting (TX) and the
receiving (RX) antennas mounted on the front windshield
and on the rear quarter window respectively. The channel
sounding is performed in a frequency bandwidth from
59.1 GHz to 64 GHz with 50 GS/s sampling frequency.

I. INTRODUCTION

To support a further evolution of wireless communi-
cation systems, considering that the demand for higher
data rates still increases, the utilization of formerly un-
conventional and to some extent unused frequency bands
is a precondition [1]. Recognized and promising is the
millimeter-wave (mmWave) band. Orthodoxly perceived,
the mmWave band spans from 30GHz to 300GHz. In
this contribution we are however limited by our channels
sounder to the frequency band from 59.1 GHz to 64 GHz.
As determined by spectrum managing authorities, the
mmWave band overlaps the unlicensed industrial scien-
tific and medical (ISM) bands and thus it is remarkably
attractive for both research and the industry.

Moreover, as seen by many researchers, vehicle-to-
vehicle (V2V), vehicle-to-infrastructure (V2I) and in-
vehicle communications may be one of the decisive
features of the future cooperative self-driving vehicles
[2]. Therefore, the V2V channel characterization and
modeling is performed in [3], with a bandwidth of
240MHz and 5.6GHz carrier frequency, or with a
bandwidth of 20MHz at 2.4GHz and 5.9GHz carrier
frequencies in [4].

In the field of in-vehicular mmWave channel charac-
terization, there is a number of publications describing
a mmWave channel stationarity [5], [6] or providing
channel models and spatial maps [7]–[9]. Not only the
passenger compartment is characterized, but also for ex-

ample the engine bay characterization is the contribution
of [10].

Now, the vehicles are often a subject of vibrations,
especially while in operation. The amplitude of the
vibrations could be in the order of millimeters [11] and
it is therefore comparable with the aptly called mmWave
wavelength. The effect of antenna vibrations is studied
in [12], [13], where number of possible vibration sources
is listed. Mainly, the vibrations are caused by an uneven
road surface, engine speed (in revolutions per minute) or
sound system of the vehicle. In [12], [13], the vibrations
are related to a Doppler spread of the sounding signal.

In this contribution, we utilize the datasets introduced
in [12] and we evaluate the in-vehicle line-of-sight
(LOS) link vibrations influence via the variations of the
K factor.

Please note that the representative datasets, more
detailed information about the mmWave time-domain
channel sounder is available here: http://www.radio.feec.
vutbr.cz/GACR-13-38735S/

II. MEASUREMENT

In this section we provide a description of the mea-
surement location and the in-house build (from off-the-
shelf components) channel sounder together with the
theoretical fundamentals of the time-domain channel
sounding with correlative real-time processing.

A. Principle of the correlative channel sounder

The utilized correlative channel sounder measures the
transmission channel in the time domain. Other possi-
bility to perform the channel sounding is to utilize the
frequency domain channel sounders, where the sounder
usually needs some time to sweep the band of inter-
est. Subsequently, sounder stores the channel transfer
functions [14]. In the time domain channel sounding,
a broadband pulse or sequence is transmitted and the
need for the channel sweep time is reduced. Therefore,
the time domain channel sounding is suitable for time-
variant channels, which is the case of our measured
scenario.978-1-5386-3531-5/17/$31.00 c© 2017 IEEE
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(a) The dashboard of the measurement ve-
hicle. Behind the absorbers is the RX with
both the up/down Sivers IMA converters
and the LNA.

(b) The trunk of the vehicle with the
UPS power supply (good for around 1
hour of operation) and DC power supply
for LNA and PA.

(c) The back seat. The TX antenna is
fastened on the rear quarter window using
a suction cap. The PA and the is covered
by absorbers.

Fig. 1: Measurement setup pictures.

The time-variant channel is described by the channel
impulse response (CIR) and is written as [15]:

hm(t, τ) =

N(t)∑

n=1

αn(t)e
j2πftδ (τ − τn(t)) , (1)

where m is a measurement index and N is the number
of propagation paths. The meaning of the measurement
index is clarified in section II-B. Note that in this
measurement campaign, due to the antenna installation,
we ensured that the LOS components hmLOS(t, τ) are
always present. The summation with the multipath com-
ponents (MPCs) hmMPC(t, τ), i.e.:

hm(t, τ) = hmLOS(t, τ) + hmMPC(t, τ), (2)

creates alternative formula to (1).
The correlative channel sounding usually utilizes a

properties of pseudo-noise sequences. In this paper,
we employ m-sequences [16] with autocorrelation Rxx

which is, in fact, a sharp triangle function. For our
purpose, however, we can simplify to Rxx ≈ δ(τ). Thus,
it is possible to write:

y(t) = h(t)⊗ x(t), (3)

where y(t) is the received signal, x(t) represents the
transmitted m-sequence and finally ⊗ stands for a con-
volution.

Since the index of the transmitted m-sequence is
known to the receiver, it is possible to estimate the CIR
from the cross-correlation of the transmitted and received
signals x(t) and y(t) respectively due to:

Rxy(τ) = E{x∗(t)y(t)} = h(t)⊗Rxx(τ) ≈

≈ h(t)⊗ δ(τ) = h(t), (4)

where E{} stands for the expected value operator. The
approximate relation (4) is acceptable if conditions listed
in [17] are met.

B. Measurement environment

We have utilized a typical European passenger vehicle,
the second gen. Skoda Octavia, with a two-liter diesel
engine. The pictures from the measurement campaign
are shown in Figure 1.

The measurement campaign itself is consisted from
number of channel measurements performed solely in-
side the car, while the car was in motion. For each
channel recording, we have registered the instantaneous
velocity. Furthermore, using a subjective three-step met-
ric, the quality of the road was assessed by the driver
(i.e., for each channel measurement, we have an index
evaluating the ”bumpiness” of the actual road). Thus, we
have three groups of measurements designated as smooth
road, semi-bumpy and big potholes.

Since the measurement setup mimics an intra-vehicle
communication link with fixed antenna positions and the
presence of the LOS is guaranteed by the installation, we
are able to isolate the effect of the vehicle vibrations on
the K factor.

1) Measurement devices: The block scheme of the
in-house built channel sounder composed from the off-
the-shelf components and measurement devices is visible
in Figure 2.

The measurement setup consists of the oscilloscope
Tektronix MSO72004C (acting as the RX) which was
used as the matched receiver with 50 GS/s sampling
frequency and 16 GHz bandwidth. The Anritsu Signal
Quality Analyzer MP1800A (used as the TX) generates
the m-sequences with 13 dBm output power and data
rate 12.5 Gbit/s. To improve the dynamic range, the low-
noise and power amplifiers QuinStar QLW-50754530-
I2 and QPW-50662330 were used. We also utilized
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the Sivers IMA FC1003V/01 up and down converter to
move the signal to the band of interest.

2) Real-time data processing: The length of the m-
sequences is given by the relation L = 2k − 1, where L
is the m-sequence length and k is the order of the m-
sequence. In this work, we use k = 11, thus L = 2047.

Now, taking into account that we employ 50 GS/s
sampling frequency and that the internal memory of the
oscilloscope is 31.25 MS, we are able to capture T =
3.246 s of the transmitted signal into the fast internal
memory of the oscilloscope (this represents more than
3000 CIRs snapshot for one measurement). Between
each channel snapshot, there is a 1 ms pause required.
Data are then uploaded to a PC and post-processed. After
that, next measurements could be performed.

3) Note on the measurement index m: Each m index
denotes a group of over 3000 CIRs recordings. Each
group has the total duration of T = 3.246 s. In total, we
captured m ∈ {1, ..., 50} CIRs groups.

Fig. 2: Time-domain correlative channel sounder utilizing a m-
sequence a stable external RF source and a matched receiver.

4) Antennas: The open-ended WR15 waveguide an-
tennas were used at both the RX and TX ends. The
radiation patterns are shown in Figure 3.

The TX antenna together with the power amplifier
(PA) were mounted on the rear quarter window next
to the rear passenger on the right hand side (Fig. 1c).
The RX antenna, the low-noise amplifier (LNA) and
the up/down converter were fitted approximately in the
middle of the dashboard (Fig. 1a). The antennas were
attached to the windows with suction caps.

III. DATA ACQUISITION AND PROCESSING

A. Rician K factor estimation

The Rician K factor represents the ratio of the spec-
ular part r2 and the variance of the multipath 2σ2 and
is defined in [18] according to

K = 10log10(r
2/2σ2) [dB]. (5)

Since the utilized channel sounder is capable to cap-
ture the bandwidth of 4.9 GHz, we are not able to
adopt the widely applied (e.g. [19], [20]) narrowband

-20dBi

-10dBi

0dBi

10dBi

90o

60o

30o
0o

-30o

-60o

-90o

-120o

-150o

180o
150o

120o

H-plane

-20dBi

-10dBi

0dBi

10dBi

90o

60o

30o
0o

-30o

-60o

-90o

-120o

-150o

180o
150o

120o

E-plane f = 55 GHz
f = 60 GHz
f = 65 GHz

Fig. 3: Measured gain pattern of the open-ended WR15 waveguide
in the E–plane and the H–plane for the 55-65 GHz frequency range.

method of moments [21]. We rely on the traditional
method for estimation of the K factor from measured
power versus time where the LOS component is de-
termined by a peakfinder. Seeing that we measure a
fixed link with a single-input single-output (SISO) con-
figuration, the LOS components are always approxi-
mately at the same delay bin of the CIR. Therefore,
the parametrization of the threshold based method for
the estimation of the K factor is straightforward. Then,
utilizing (5) and substituting r(t) =

∑
τ |hLOS(t, τ)| and

σ(t) =
∑

τ |hMPC(t, τ)|, we obtain the K factor as a
function of time Km(t).

More detailed information about the channel sounder
and how the CIR is obtained from the measured data is
available in [13].

1) Decomposition of K(t) into the fast and slow
varying components: Based on a visual inspection of the
measured data, we operate with a hypothesis that the K
factor is composed from two elements according to:

K∗
m(t) = Km(t) +K ′

m(t), (6)

where K∗
m(t) is the measured K factor, K ′

m(t) repre-
sents the superimposed fast varying component (noise
component) and Km(t) is the slowly varying component.
This is depicted in Figure 4. The decomposition into the
slow and fast varying components is done via a discrete
wavelet denoising method introduced in [22].

0 0.5 1 1.5 2 2.5 3
5

6

7

8
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10

Fig. 4: Example of the K factor evolution in time. The spectrum of
the slowly varying signal Km(t) is further analyzed.
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2) Evaluation of the mean K factors: The mean value
of the K factor is written as:

E{Km(t)} =
1

T

∑

t

Km(t). (7)

An example of the mean K factor for one specific
measurement index m is depicted in Figure 4. To provide
an overview of the mean K factor behavior while driving
at variety of speeds and on variety of roads, please
see Figure 5. Together with the mean values of the K
factor for all measurements m, in Figure 5 we depict
a linear fit (written as: y = kx + c) obtained by
a maximum likelihood estimation (MLE). The values
of the parameters k and c are listed in Table I. The
interpretation of the results is as follows:

• The higher the speed is, the lower the K factor. It
holds namely for the good roads from the group of
smooth surface.

• If the road quality gets worse (to the level of
semi-bumpy), the K factor again decreases with
increasing speed, however it decreases significantly
slower compared to the case of the smooth surface
group of roads. The reason for this are probably
the pronounced vibrations from the road. Interesting
is that the smooth surface and semi-bumpy groups
have approximately the same mean K factor for the
highest speeds.

• The mean K factors obtained on the worst roads are
on similar level as the semi bumpy, but we were not
able to test all the speeds because the road quality
was so poor that we risk damages on the vehicle.

0 25 50 75 100 125 150
2

3

4

5

6

7

8
smooth road surface
semi-bumpy
big potholes

Fig. 5: Mean K factor (over the measurement time T ) for all mea-
sured datasets m ∈ {1, ...50}. Linear fit parameters are listed in Tab. I

3) Analysis of the K factor variations: As demon-
strated in Figure 4, the K factor Km(t) varies with time.
Our hypothesis is, that the variations of the K factor
are caused by the mechanical vibrations and mutual

movement of the RX and TX antennas in general. The
mechanical vibrations are related mainly to the road
surface quality and vehicle speed. Therefore, utilizing
the fast Fourier transform (FFT), we calculate the spectra
of all available measurements m according to

Km(f) = FFT{Km(t)}. (8)

The results are plotted in Figure 6, where we also plot the
mean spectral values of the representative road quality
groups. It is visible, that as the road quality gets worse,
the spectrum of the K factor Km(f) is broadened. In
order to evaluate this broadening effect, we introduce a
K factor frequency spread metric. The metric is given
as a frequency spread, which is observed at the 40
dB decrease of the K factor spectrum Km(f) from its
maximal value.

Now, the results of the K factor frequency spread are
plotted in Figure 7 and we conclude that:

• The best road quality produces the lowest spread
of the Km(f) values and the worst road quality
produces the highest spread of the Km(f) values.

• K factor frequency spread increases with the speed.
• Km(f) spread increases faster as the road quality

worsens.
Intuitively, the effect of the increasing speed and wors-
ening of the road quality leads to a vibration increase.
The K factor, influenced by a mutual antenna movement
and variations of the of the antenna alignment, is shown
as indirectly proportional to the vehicle vibrations.

5 10 15 20 25
100

101

102

smooth road surface, mean value
semi-bumpy, mean value
big potholes, mean value
all measurements

Fig. 6: Spectra of denoised K(t) for all measurements (gray) and
spectra of the mean values of the smooth road, semi-bumpy and big
potholes groups.

IV. CONCLUSION

We present the K factor evaluation for variety of road
conditions and the velocities of the measured vehicle.
Since the measurement setup mimics an intra-vehicle
communication link with fixed antenna positions and the
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Fig. 7: The frequency spread of the denoised K(f) for all measure-
ments associated to the representative road quality groups.

TABLE I: Linear fit parameters of the of E{Km(t)} and
FFT{Km(t)}∀m.

mean K factor K factor spread
fit params. of
y = kx+ c approx. k c k c

smooth road -0.0260 7.418 0.0801 -0.248
semi-bumpy -0.0017 3.987 0.1285 2.273
big potholes 0.0044 3.608 0.2208 0.732

presence of the LOS is guaranteed by the installation, we
are able to isolate the effect of the vehicle vibrations. The
baseline hypothesis is confirmed, the higher the speed
of the vehicle, the lower the mean K factor. Also, the
higher the speed, the higher variations of the K factor
in the time domain.

The influence of the subjective index of the road
quality on the K factor is also evaluated. The results
show that as the road worsens, the mean K factor
decreases while the frequency of the K factor variations
is increased. In the absolute values, the presented re-
sults hold for one specific vehicle, one specific channel
sounder and on top of that, for one specific test drive.
However, the authors reckon that the shown trends will
hold also for other (yet similar) vehicles.
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7 TIME-DOMAIN BROADBAND 60 GHZ CHAN-
NEL SOUNDER FOR VEHICLE-TO-VEHICLE
CHANNEL MEASUREMENT

This chapter is a postprint version of the following published paper:

A. Prokes, J. Vychodil, T. Mikulasek, J. Blumenstein, E. Zöchmann, H. Groll, C. F.
Mecklenbräuker, M. Hofer, D. Löschenbrand, L. Bernadó, T. Zemen, S. Sangodoyin,
and A. Molisch, “Time-Domain Broadband 60 GHz Channel Sounder for Vehicle-
to-Vehicle Channel Measurement,” in 2018 IEEE Vehicular Networking Conference
(VNC), 2018, pp. 1–7.

Author of this thesis contribution
This paper describes an improved version of the discussed channel sounder. Con-

tributions of this thesis author are, besides the overall channel sounder, the im-
provements on that system. Namely, the deployment of the Golay sequences as the
probing signal, as was described in Sec. 3.4.3, and separating the transmitting and
receiving side by using Rubidium disciplined oscillators and solving practical issues
with synchronization, triggering and gating, thus enabling much more measurements
scenarios.
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Abstract— The paper deals with a time varying vehicle-to-

vehicle channel measurement in the 60 GHz millimeter wave 
(MMW) band using a unique time-domain channel sounder built 
from off-the-shelf components and standard measurement devices 
and employing Golay complementary sequences as the excitation 
signal. The aim of this work is to describe the sounder 
architecture, primary data processing technique, achievable 
system parameters, and preliminary measurement results. We 
measured the signal propagation between two passing vehicles and 
characterized the signal reflected by a car driving on a highway. 
The proper operation of the channel sounder is verified by a 
reference measurement performed with an MMW vector network 
analyzer in a rugged stationary office environment. The goal of the 
paper is to show the measurement capability of the sounder and 
its superior features like 8 GHz measuring bandwidth enabling 
high time resolution or good dynamic range allowing an analysis 
of weak multipath components. 

Keywords—millimeter wave, channel measurement, channel 
sounder, channel impulse response  

I. INTRODUCTION 

Recent societal trends show a continuously increasing 
demand for high-speed mobile communications. The steadily 
growing number of communication devices per area and 
increasing quality of services require the allocation of more 
frequency resources. The global bandwidth shortage in the 
recently used frequency bands up to 6 GHz has motivated an 
exploration of the underutilized millimeter wave (MMW) 
frequency spectrum.  MMW frequencies between 30 and 
300 GHz have attracted growing attention as a possible 
candidate for next-generation cellular networks [1].  

Designing any communication systems is impossible 
without a detailed knowledge of the transmission channel 
features. Specific limitations of MMW signal propagation, 
extremely large bandwidth and time-varying environment 
caused by mobile users connected to backhaul networks and 

traveling very often in rugged municipal environments, create 
unprecedented challenges to the development of broadband 
communication systems using advanced technologies for 
eliminating the undesirable time-varying channel features. 

Recent works have primarily been aimed at channel analyses 
and modelling based on real-world measurement in the 
frequency domain (FD) or time domain (TD). FD sounders are 
most frequently based on a combination of a generator & a 
signal/spectrum/network analyzer, which use a continuous wave 
or a frequency-swept signal for the channel sounding [2], [3]. 
This type of the FD sounder is limited either to narrowband 
channels or due to a slow frequency sweep to stationary 
channels.  In contrast the time domain sounders and certain types 
of FD sounders such as chirp [4] and multitone [5]–[8] allow 
time-varying broadband channel characterization. TD sounders 
can be based on an arbitrary waveform generator (AWG) 
generating an excitation signal in the form of very narrow 
repetitive impulses (e.g. Gaussian).  A coherent detection of  the 
pulses (often converted into in-phase and quadrature 
components) is possible  using a wideband oscilloscope [9], 
[10]. Although pulse sounding systems are limited by high 
sensitivity to noise and interference due to the large peak-to-
average-power ratio (PAPR) penalty [11], they are not very 
frequently used.  Probably the most popular technique for 
channel sounding uses a time-based spread spectrum approach, 
where a wideband pseudorandom binary sequence (PRBS) 
transmitted through the channel is correlated at the receiver with 
an identical PRBS code [12]–[15]. Such correlative sounders 
exploit a constant signal envelope, which allows obtaining very 
good power efficiency, and further they exhibit a correlation 
gain, which extends the system dynamic range. Some drawback 
of such a concept is the longer measuring time. A special sub-
category of PRBS-based systems is made up of “sliding” 
sounders. The correlation of the PRBS code is performed at a 
slightly offset bit rate that allows the received PRBS to “slide” 
past the slower sequence [16]. 
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  Note that choosing the appropriate PRBS for the channel 
sounding is very important. For example, the maximal length 
binary sequences (known as the M-sequences) have very good 
correlation properties (almost zero periodic correlation except 
for the peak) and, due to their periodicity, also minimal leakage 
effects caused by FFT [14].  Golay complementary sequences 
have similar properties and, moreover, they   exhibit a great 
ability to mitigate unwanted nonlinearity effects produced by 
channel sounder analog circuits [17].  

All the above sounders require some kind of receiver and 
transmitter synchronization. In the case of measurement at a 
shorter distance the synchronization is provided most frequently 
by 10 MHz reference or by a similar constant frequency signal 
[2], [3], [6]–[8], [10], and [13]–[16]. Note that some sounders 
use also a triggering signal to tell the receiver when the 
excitation signal is being transmitted. Longer measuring 
distances require a different approach. Time domain sounders 
generating narrow pulses can be triggered internally by the first 
received pulse [9]. Another synchronization technique uses two 
GPS disciplined oscillators or rubidium clocks which are 
installed separately in the receiving and transmitting sections 
[5], [12].  

A comprehensive survey of channel sounders operating at 
frequencies above 3 GHz is presented in [11]. This study 
compares over 40 sounders, of which more than 20 works in the 
MMW band, in terms of carrier frequency, synchronization 
methods, bandwidth, and other features. 

The main contributions of this paper are:  

 Introduction of a new concept of time-domain broadband 
correlative MMW channel sounder built from off-the-
shelf components and standard measurement devices, 
whose correct operation is demonstrated by a reference 
measurement.  

 Presentation of original preliminary results of 
measurements aimed at the signal propagation between 
two passing cars and at the signal reflection by a car 
driving on a highway. 

The new design of the sounder was motivated by the need to 
measure signal propagation, firstly inside a moving car [13] and 
then between vehicles. Although there are a number of various 
time-domain channel sounders published in the available 
literature, we have chosen our own concept which does not 
require any circuit design, is based on measurement devices 
available at our workplace (which significantly accelerated 
sounder realization and reduced total costs), and offers very 
good parameters, especially with respect to bandwidth, which is, 
according to our best knowledge, the largest among the 
published sounders. The large bandwidth is advantageous in 
small rugged environment (such as a car cabin) as it exhibits 
excellent time resolution of multipath components (MPCs). 

The results are presented without any detailed analyses. The 
aim of the paper is to show the measurement capability of the 
channel sounder and to inspire interested workers in the field to 
realize broadband time-varying MMW channel measurements. 

The rest of the paper is organized as follows. Section 2 
describes the channel sounder architecture and the principle of 
operation, and gives a list of the fundamental parameters. 
Section 3 briefly informs about the techniques of signal 
processing used for the channel impulse response (CIR) 
calculation.  Section 4 deals with the verification of the 
measured CIR with a reference obtained using a vector network 
analyzer (VNA). Then in Section 5, the real-world measurement 
results are shown. A summary of the paper is given in the 
conclusion. 

II. MEASUREMENT SETUP 

The time-domain channel sounder, whose concept is based 
on [13], is composed of a transmitter (TX) and a receiver (RX). 
The transmitter depicted in Fig. 1 is based on an Anritsu 
MP1800A Signal Quality Analyzer (working as a PRBS 
generator), whose output baseband signal is upconverted into the 
MMW band using a SiversIma FC1005V/00 V-band up/down 
converter equipped with programmable PLL local oscillators 
[18]. To enhance the phase noise performance, the oscillators 
are disconnected and the reference signal for up-conversion is 
applied from an Agilent E8257B frequency-stable, low phase-
noise generator. The low pass filter (LPF) is optional and limits, 
together with the internal up/down converter filter, the 
frequency band of PRBS. For mobile operation, the transmitter 
is supplied from an uninterruptible power supply DELL 5600W 
4U 230V. The receiver in Fig. 2 is created using a Tektronix 
MSO72004C (20 GHz, 50 GS/s) Mixed Signal Oscilloscope, a 
SiversIma FC1003V/01 V-band up/down converter (without 
local oscillators) changing the frequency from the MMW band 
to the baseband, and a carrier generator Agilent 83752A. 
Downloading data from the oscilloscope, their basic processing, 
and setting the oscilloscope parameters are controlled by 
LabView.  

 

Fig. 1. Block diagram of the channel sounder  TX part. 
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Fig. 2. Block diagram of the channel sounder  RX part. 

To compensate for large propagation loss in the MMW 
band and an attenuation in coaxial cables, the Quinstar QLW-
50754530-I2 low noise amplifier (LNA) and QPW-50662330-
C1 power amplifier (PA) are used. To achieve synchronization 
between transmitter and receiver both the channel sounder parts 
are supplied with a 10 MHz reference frequency generated by 
the Rubidium LPRO 10MHz Oscillators [19]. 

The operation of the testbed is straightforward. A seamless 
repeating signal based on the Golay complementary sequences 
at the data rate RPS = 12.5 Gbit/s is frequency limited to the 0 – 
4 GHz bandwidth and up-converted into the MMW band with 
center frequency of 59.6 GHz. A band-pass filter (BPF) partially 
suppresses the leakage of the local oscillator signal into the RF 
path to prevent PA saturation. Finally, the signal is fed into the 
power amplifier with a gain of 35 ±3 dB through a coaxial cable 
with an attenuation of 12 dB. 

The output powers of the PRBS and reference signal 
generators are 5 dBm and 10 dBm respectively. In this case the 
MMW signal is transmitted and received using the 
omnidirectional SIW slot antennas [20]. The received signal 
then passes through the LNA with a gain of 33 ±3 dB and a noise 
figure of 4.5 dB and through the coaxial cable with an 
attenuation of 12 dB. To suppress the front-end oscillations 
caused by the large gain of the amplifier and the following 
SiversIma input circuits, a waveguide isolator and a special 
waveguide tuner with three screws working as a matching circuit 
are used. The quadrature down-conversion mixer produces two 
baseband signals, I and Q, which are digitized and stored in the 
internal memory of the oscilloscope working as a matched 
receiver. Because the converter includes the frequency 
multiplier by a factor of 4, the generator output frequency is set 
to 14.9 GHz.  

The Golay sequences [21] are employed as the excitation 
signal due to their very good circular correlation properties, 
which invoke using a very convenient circular auto-correlation 
technique for the CIR calculation. The length of one sequence 
defines the maximum observable time span Tmax = Nb/RPS. For 
the chosen k = 11 we get Nb = 2048 and Tmax = 163.8 ns. 
Assuming the speed of light c = 3×108 m/s we can obtain the 
maximum observable distance Lmax = 49.15 m. The Golay 
complementary sequences have also convenient properties when 
non-linear components are used in the measurement chain as 
mentioned above and described in [17]. Selected system 
parameters are summarized in Table 1 (see also Section III). 

In order to suppress the oscilloscope wideband noise and 
down-converter LO leakage, we use a built-in 5 GHz user-
selectable bandwidth limit filter. This option can only be used 
when the full sampling rate is chosen. Considering the memory 
depth of the oscilloscope MD = 31.25 MSa per channel, the full 
sampling rate RS = 50 GS/s, and the time span Tmax = 163.8 ns 
we can calculate important system parameters such as the 
number of samples per CIR, number of saved CIRs, and total 
measurement time. To ensure sufficient measurement time, we 
insert the   time    delay   TD = 0.82 ms, 4.915 ms, or 9.83 ms 
between two subsequently saved CIRs. Because the maximum 
of 468 CIRs can be stored in the oscilloscope memory, the above 
sampling period allow us to analyze the channel within the time 
interval of TM = 0.3 s, 2.3 s, or 4.6 s. The above time delays, 
which are controlled by the oscilloscope, are chosen to obtain 
simplified receiver synchronization, for which TD is calculated 
as a least common multiplier of the 10 MHz reference signal 
period and total length of single or multiple sounding sequence 
(8 Tmax). However, to analyze the Doppler spread in a sufficient 
range, the TD has to be significantly reduced. Such an 
improvement is possible, but not trivial. Note that a correlation 
technique complicates the evaluation of the Doppler shift caused 
by a moving vehicle. This is because the correlation of a 
frequency shifted PRBS with its pattern stored in the receiver, 
does not provide information about shift, but only affects the 
correlator output signal amplitude. This drawback can be solved 
for example by a bank of frequency-shifted PRBS patterns used 
for correlation. Unfortunately, to get reasonable sensitivity to 
relatively small frequency changes, the measurement bandwidth 
would have to be narrower or the PRBS would have to be longer. 
The reduction of TD is necessary also because no anti-aliasing 
filter can be applied for image rejection of measured CIR 
sequences. For additional information about the channel sounder 
modified for UWB, see [22].  

TABLE I.  LIST OF SELECTED SYSTEM PARAMETERS  

 Relation Parameter 

Number of PRBS bits [-] Nb = 2k  2048 

Maximum observable time [ns] Tmax = Nb/RPS 163.8 

Maximum observable distance [m] Lmax =  cTmax 49.13 

Number of samples per CIR [-] NCS = NbRS/RPS 8192 

Number of saved CIRs [-] NCIR = MD/(8·NCS) 468 

Total measurement time [s] TM = NCIRTD 0.38 (2.3, 4.6) 

Correlation gain [dB] GC = 10log(4·Nbit) 39.1 
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III. SIGNAL PROCESSING TECHNIQUES 

Signal processing techniques applied in the channel sounder 
include acquisition of particular PRBSs, mitigation of the spurs, 
and calculation of the CIR. Note that the sounder is calibrated 
before measurement. For this purpose, the receiver and the 
transmitter are interconnected via an attenuator and then the IQ 
imbalances are compensated, and the frequency characteristic is 
flattened. Because these operations are relatively complex, they 
will be the subject of another paper. 

A. Generation of PRBS sequence and mitigation of spurs 

Because some blocks of the channel sounder (especially 
amplifiers and mixers) exhibit nonlinear behavior and produce 
plenty of spurs, which can significantly decrease the dynamic 
range [23], the Golay complementary pair marked as A(t), B(t) 
is combined with the inverted counterparts -A(t) and -B(t) [17]. 
Each sequence is sent twice to reduce the overlapping ratio of 
different sequences caused by a multipath propagation. The 
complete  transmit  signal is  then [A(t) A(t) -A(t) -A(t) B(t) B(t) 
-B(t) -B(t)], i.e. a recurring sequence of 8×Nb bits, is used for 
channel sounding. A received signal composed of several MPCs 
is up-sampled at the ratio of RS/RPS and correlated with the [A(t) 
-A(t) B(t) -B(t)] sequences as shown in Fig. 3. The results of all 
four correlations are then averaged, which creates a single vector 
containing NCS = NbRS/RPS = 8192 samples. 

Because we calculate four different cross-correlations, the 
correlation gain is GC ≈ 10log(4·Nbit) = 39.1 dB. Since the 
dynamic range of the MSO72004C oscilloscope in the given 
frequency band is about 35 dB [24], the theoretical limit of total 
dynamic range approaches 74 dB. However, the spur mitigation 
technique based on the Golay complementary sequences is in 
practice of only limited efficiency, the real dynamic range of the 
sounder is about 45 dB. 

B. Calculation of CIR 

Suppose that the measured channel is time invariant for the 
coherence time, and then changes to a different fading state. Let, 
further, the time of a single CIR measurement be shorter than 
the coherence time, then the channel response ℎ(𝑡, 𝑡 ) can be 
considered as a function of two time variables  𝑡 and 𝑡 , which 
in the following text denote the sampling time and the 
measurement time (time of capturing a sequence of CIRs) 
respectively. 

 

Fig. 3. Forming of received signal from the two time-overlapping 
components. 

To estimate ℎ(𝑡, 𝑡 ), the cross-correlation 𝑅 (𝜏, 𝑡 ) between 
the system input x(t) and the output y(t)  may be employed [25] 

 𝑅 (𝜏, 𝑡 ) = ℎ(𝑡, 𝑡 ) ∗ 𝑅 (𝑡), (1) 

where 𝑅 (𝑡) is the autocorrelation function of the input signal 
x(t) and  denotes convolution. Because the autocorrelation 
𝑅 (𝑡)  of the Golay sequence is actually a sharp triangle 
function, we can write 𝑅 (𝑡) ≈ 𝛿(𝑡), where 𝛿(𝑡) is the Dirac 
pulse. Thus, the cross-correlation function is equal to the 
system impulse response as follows 

 𝑅 (𝜏, 𝑡 ) ≈ [ℎ(𝑡, 𝑡 ) ∗ 𝛿(𝑡)] = ℎ(𝑡, 𝑡 ). (2) 

Since the transmitted Golay sequences and their 
counterparts xi(t), where x1(t) = A(t), x2(t) = B(t), x3(t) = -A(t) 
and x4(t) = -B(t), are known in the receiver, the channel impulse 
response ℎ(𝑡, 𝑡 )  can be estimated from the corresponding 
received sequences 𝑦 (𝑡, 𝑡 )  using cross-correlation, and 
considering further the relation between correlation and 
convolution [25] the CIR can be finally expressed as  

  ℎ(𝑡, 𝑡 ) = ∑ 𝑥 (𝑡) ∗ 𝑦∗(−𝑡, 𝑡 ),  (3) 

where y* is the complex conjugate of y. To accelerate the CIR 
calculation, equation (3) is transformed from the sampling time 
domain to the frequency domain and back using the complex 
(inverse) fast Fourier transform ((I)FFT)  

 ℎ(𝑡, 𝑡 ) = 𝐼𝐹𝐹𝑇 ∑ {𝐹𝐹𝑇[𝑥 (𝑡)] × 𝐹𝐹𝑇[𝑦∗(−𝑡, 𝑡 )]}. (4) 

Note that in real calculation the time is discrete i.e. t = n/Rs, 
where n = 1, Nb .  

IV. VERIFICATION OF THE MEASURED CIR VIA REFERENCE 
MEASUREMENT 

To verify the measurement accuracy, we performed several 
measurements in a rugged stationary office environment with 
the realized channel sounder in the time domain and with a 
calibrated  Rohde & Schwarz  ZVA67  VNA  in  the  frequency  

 
Fig. 4. Comparison of CTFs obtained by the vector network analyzer 

(VNA) and by the realized sounder (TD). 
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Fig. 5. Comparison of measured CIRs. 

domain. The antennas were directed so that there was no LOS 
component. During the measurements, the antennas were fixed, 
and the environment was unchanged. The results were compared 
in both, the time and the frequency domains. Conversion 
between the two domains was performed using (I)FFT.  

An example of the channel transfer functions (CTFs) 
comparison is shown in Fig. 4. To show the difference between 
CTFs more clearly, only a 2 GHz bandwidth cutout is shown. 
More important is the comparison of CIRs in the time domain 
shown in Fig. 5. It is obvious that there is a good match for both 
the CTFs and CIRs, especially at a high level of MPCs. 
Differences at low levels are caused by different intrinsic noise 
levels of the measurement setups. Because the coaxial cables 
used are not phase-stable, the measurement results are sensitive 
to their position and configuration. During the change of one 
measurement setup to another it is impossible to avoid some 
manipulation with the cables, which probably contributes to the 

 
Fig. 6. Comparison of PDF and CDF calculated for CIRs measured in 

time and frequency domains. 

 
Fig. 7. Testing the channel sounder using two passing cars. 

differences also at higher levels of CTFs and CIRs. Other 
differences (predominantly at the beginning of CIRs) are caused 
also by the artefacts of FFT calculation. 

The probability distribution function (PDF), calculated as a 
histogram, and the cumulative distribution function (CDF) of the 
CIRs depicted in Fig. 5 and converted into linear scale inside the 
interval from 5 to 55 ns and finally fitted by the generalized 
extreme value distribution are shown in Fig. 6. The differences 
between the CDFs and the PDFs are noticeable particularly at 
low signal levels, where the effect of the time domain sounder 
noise is significant. 

V. REAL MEASUREMENTS 

We tested the channel sounder in two different scenarios. In 
the first scenario, we measured the CIRs for two passing cars on 
the road (VW CC 2.0 TDi and Ford Fusion 1.4i) carrying the TX 
and RX parts of the sounder. The TX part was supplied with the 
uninterruptible power supply (UPS) as mentioned above, and 
the RX part from a power station carried on a trailer as shown in 
Fig. 7. The power   station was used because  of the large  power  

 
Fig. 8. Example of measured CIR evolving in time for the passing cars. 
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Fig. 9. Relative amplitude of the LOS and reflected component (a) and 

RMS delay spread (b) in dependence on measuring time. 

consumption of the oscilloscope that would discharge an UPS in 
tens of minutes. The figure also shows details of the RX and TX 
front-ends mounted on the car roofs. An example of the 
measured CIR is shown in Fig. 8. 

It is obvious that the CIR contains a few MPCs reflected 
from surrounding objects (street lighting columns, traffic signs 
and the wall situated on the farther side of the road) and from 
the car bodies (from roof and hood). While for longer distances 
between the cars the MPCs are relatively strong, in the case the 
cars are close together (lowest sampling time), the MPCs 
reflected from surrounding objects are weaker because the 
lighting columns and other objects are probably shadowed by 
the higher Ford Fusion car.  

The level of the received signal components in dependence 
on the mutual position of the cars is also influenced by the 
radiation characteristics of the SIW slot antennas. Although they 
are designed as much as possible to be omnidirectional, there is 
some non-negligible variation in the radiation power from -7 dB 
to 5 dB (related to the mean value 0 dBi) depending on the 
frequency and horizontal irradiation angle [20]. The relative 
amplitudes of the LOS and the first components reflected from 

 
Fig. 10. Testing the channel sounder in “radar mode” on a highway. 

 
Fig. 11. Example of measured CIRs for cars driving on a highway. 

surrounding objects (the first component below the LOS 
component) calculated as the maximum values for each instant 
measuring time are shown in Fig. 9 a). The RMS delay spread 
in dependence on the measuring time is shown in Fig. 9 b). Its 
relation to the LOS component amplitude in Fig. 9 a) is obvious 
(the larger the amplitude the smaller the delay spread). Note that 
the sampling time values are not absolute.  The vertical position 
of all the components depends on the time shift between the 
periodically generated PRBS and the manual triggering of the 
oscilloscope.  

In the second scenario, the sounder operated as a radar. The 
TX part was situated on a bridge above the highway and the RX 
part was mounted on a tripod standing below the bridge on the 
ground as shown in Fig. 10. To obtain a longer measuring 
distance (just for the reflected signal) we used a horn antenna 
(with gain of 24 dBi) on the receiver and an open waveguide 
(with gain of 6 dBi in the main lobe) on the transmitter.  

It is evident from Fig. 11 that the vehicles have multiple 
reflection surfaces leading to the clustering of the CIR and that  

 
Fig. 12. Relative amplitude of the rightmost marked component from 

Fig. 11 in dependence on sampling time. 
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the speeds of vehicles are slightly different. The small-scale 
variation of the CIR relative amplitude is probably caused by the 
change of the reflecting area angle related to the antennas while 
the car is moving and shaking as demonstrated in Fig. 12 on the 
example of the rightmost marked component in Fig. 11. The 
reflected peak moves on the sampling time scale from about 
30 ns to 150 ns in a measuring time interval of approximately 1 
s (from 1.2 to 2.2 s). In other words, the distance of 120 ns  
3e8 m/s = 36 m is overcome during one second which 
corresponds to a velocity of 129.6 km/h. 

VI. CONCLUSION 

We propose a MMW channel sounder realized with 
commercial off the shelf (COTS) components only. It consists 
entirely of standard measurement devices and common 
microwave components. The sounder realizes 8 GHz 
bandwidth, more than 1000 measurements per second, up to a 
few seconds recording duration, and a satisfactory dynamic 
range. Its correct operation was verified using reference 
measurement obtained via VNA. 

By analyzing the measured data we have discovered that in 
the case of vehicle-to-vehicle LOS channels the sounder allows  
analyzing relatively weak MPCs originating by interacting 
objects in the propagation environment, and that there is 
relatively large small-scale variation in the LOS component 
(even when cars are close to each other) caused probably by 
imperfect omnidirectional irradiation of the SIW slot antennas. 
It has also been found that the car driving on a highway exhibits 
multiple reflection surfaces and that the unavoidable small-scale 
variation of the LOS component is affected by the movement 
and shaking of the car. 

Recently we have doubled the oscilloscope memory depth 
and currently are working on an acceleration of the CIR 
sequence measurement, a development of software for 
evaluation of the Doppler spread, a more precise description of 
RF and down-converting blocks, and on an analysis of the 
measured data.  
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CHANNEL MEASUREMENTS AT 56-64 GHZ
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Abstract—This paper presents results obtained from a vehicle-
to-vehicle channel measurement campaign carried out in the
millimeter-wave band around a 60 GHz center frequency and
with 8 GHz of bandwidth. We characterize a situation of two
oncoming cars on a two-lane road in the campus of the Brno
University of Technology. For several vehicle passes we evaluate:
(1) observed root mean square (RMS) delay spreads as a function
of the received power, (2) temporal decorrelation of the channel
impulse response and (3) a dependency of the Pearson correlation
coefficient on the received power. For the measurement campaign,
a correlative time-domain channel sounder was used.

Index Terms—mm-wave, channel measurement, vehicle-to-
vehicle, channel delay spread

I. INTRODUCTION

The millimeter wave (mmwave) band has been in the focus
of the research community for decades, see, e.g., [1]. However,
thanks to the inclusion of this band in the 5G standard [2]
and thanks to the fact that mmwave bands offer several GHz
of unlicensed bandwidth for industrial scientific and medical
(ISM) purposes, the interest has greatly increased over the
past few years. Literature on the general mmwave channel
characterization has made considerable progress, see, e.g., an
overview in [3]. In [4], a vehicle-to-vehicle (V2V) scenario is
discussed and path-loss and fading characteristics are derived;
however, with a rather limited bandwidth of 400 MHz at
73 GHz center frequency. A narrow-band car-to-car communi-
cation with a 1 Mb/s data transmission in the 60 GHz band was
investigated in [5] already in 2001. For vehicular mm-wave
channels, the number of investigations is more limited. Refs.
[6]–[9] deal with specific phenomena like vibrations and road
surface quality influence on a Doppler spread. Clearly, aiming
at multi-GB/s data transmissions required for the future V2V
and vehicle-to-infrastructure (V2I) links [10], several GHz
of bandwidth are needed. Therefore, the wide-band channel
characterization of the V2I environment is studied in [11]. An
example of a V2V measurement campaign is published in [12].
Here, the transmitter (TX) and receiver (RX) are stationary,
while the surrounding traffic causes a time-variant nature of
the channel. It is worth noting that few vehicle-to-vehicle
measurements of the wide-band channel have been published
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Fig. 1. The test site. Two cars driving in opposite direction on a two-lane
road. Several passes ware performed at speeds within the city speed limit (50
km/h).

due to obvious complications with a precise synchronization
of the mutually moving TX and RX which can not be done
simply via a classical 10 MHz coaxial cable. In this paper we
overcome this issue by means of stable local oscillators. Our
measurement is done for a frequency band spanning 56 GHz
to 64 GHz utilizing a correlative time-domain channel sounder
presented, e.g., in [13]. Specifically, this paper contributes
to the mmwave V2V wide-band channel characterization as
follows:
• We present exemplary results of V2V channel measure-

ment campaign performed for two oncoming cars during
subsequent events: (1) driving towards each other, (2)
passing and (3) driving away from each other.

• We evaluate the RMS delay spread for a number of
vehicle passes as a function of received power.

• Moreover, we investigate the temporal decorrelation of
the channel, more precisely, we show how the Pearson
correlation coefficient of the channel impulse responses
(CIRs) decreases with time difference of the reception.
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Fig. 2. Photographs taken during the measurement campaign. Two measurement vehicles, Car #1 (with a battery pack in the trunk) and Car #2 (with a 2 kW
gas-powered generator on the depicted trailer) at their approximate meeting point. Picture of TX and RX mounting including PA and LNA installation detail.

II. DESCRIPTION OF THE MEASUREMENT SCENARIO

A. Test-Site Characterization

The measurement campaign was performed on the campus
of the Brno University of Technology, in the city of Brno,
Czech Republic. The location and controlled traffic ensures
a non-obstructed line-of-sight (LOS) during the whole CIR
recording time. In fact, no other participating cars nor notable
moving objects were present during the measurements. There
are no buildings around the immediate perimeter of the driven
two-lane road; however, there is a university building around
50 m from the notional meeting point of the passing vehicles.
In Figure 1, we depict the location from the bird-eye’s view.

B. Measurement Vehicles and RX and TX hardware

We utilize two vehicles labeled as car #1 and #2, where #1
carries the TX and #2 the RX, as seen in Figure 2. In order to
provide the TX and RX hardware with electricity, the TX was
powered by a large battery pack loaded in the trunk, while the
RX was supplied by a gas-powered generator loaded on the
trailer, as depicted in Figure 2.

As for the utilized antennas, omni-directional substrate
integrated waveguide (SIW) antennas presented in [14], [15]
were used both at the RX and TX sides. The mounting of the
antennas was done by suctions caps on the top-left corners
(from the driver’s perspective) of the measurement vehicle’s
windshields.

III. CHANNEL SOUNDER

The time-variant radio propagation channel is defined by
the CIR and, written as [16]:

h(t, τ) =

N(t)∑

n=1

αn(t)ej2πνDtδ (τ − τn(t)) , (1)

where N is the number of propagation path components
characterizing the amount of channel reverberation. Note that
in this measurement campaign, the LOS components are
always present. The variables αn(t) and τn(t) corresponds to
the amplitude and delay of the n-th propagation path while δ is
the Dirac impulse and νD is the Doppler frequency. Exploiting

Golay sequences [17] with a triangular autocorrelation func-
tion Rxx as a sounding (transmitted) signal x(t), the received
signal y(t) is given as (neglecting noise here for convenience
of notation):

y(t) = h(t)⊗ x(t), (2)

where ⊗ stands for the linear convolution. The CIR estimate
is then determined from the cross-correlation of the received
and transmitted signals x(t) and y(t) is written as:

Rxy(τ) = E{x∗(t)y(t)} = h(t)⊗Rxx(t) ≈

≈ h(t)⊗ δ(τ) = h(t), (3)

where E{} denotes for the expected value operator. More
details on this method is available in [18].

A. Calibration and Synchronization

The utilized correlative time-domain channel sounder is
based on our previous work, e.g. described in [13], [19].
The main difference here is that the TX and RX parts are
galvanically separated in order to allow the mutual movement,
as required by the V2V scenario. The synchronization is
achieved via a calibration process which requires back-to-back
connection of the WR15 TX waveguide output with the input
of the RX through a continuously adjustable attenuator in order
to calibrate the system for a correct transmit power avoiding
RX overdrive. The TX power is then kept constant for the
whole measurement. After the calibration and fastening of
the SIW antennas (which are not part of the calibration), the
synchronization is held by rubidium (Rb) oscillators, whose
specifications are given in [20]. The block diagram of the
utilized time-domain channel sounder is shown in Figure 3.

B. Components and Parameters

The time-domain channel sounder is built from standard
laboratory devices and off-the-shelf parts. We utilize a Tek-
tronix MSO72004C Mixed Signal Oscilloscope performing
a matched reception with 50 GS/s sampling frequency and
20 GHz bandwidth. This received signal is filtered in the base-
band with a microstrip low-pass filter with 8 GHz bandwidth.
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Fig. 3. Time-domain correlative channel sounder utilizing Golay sequences,
omni-directional SIW antennas and local rubidium oscillators.

In order to tackle the nonlinearities of the measurement
setup, in particular the nonlinearities of the power amplifier
(PA), we employ distinct repetition pattern of the transmitted
complementary Golay sequences. We transmit two comple-
mentary sequences, each 4-times repeated with different po-
larity. This method is elaborated in [13], [19]. The repetition
of the transmitted signal in the time domain also increases
the correlation gain, which is needed in order to overcome
the path-loss at 60 GHz with 8 GHz of bandwidth. The basic
length of the sequence is L = 2048 and the correlation gain is
given as 10 log(4L) = 39.1 dB. Then, the signal is up-sampled
leading to a length of the sequence being 4 × 8L = 65536
samples. With the 50 GS/s sampling frequency we are able
to store 492 channel snapshots into the fast internal memory
of the oscilloscope (31.25 MS). We set an artificial time
lag of TL = 9.93 ms in between subsequent pseudorandom
binary sequence (PRBS) transmissions in order to obtain a
total channel recording time T ≈ 4.6 s.

The TX part consists of an Anritsu Signal Quality Analyzer
MP1800A which generates a wide-band PRBS (in our case the
mentioned Golay sequences) with 12.5 Gbit/s data rate and
13 dBm output power. The dynamic range is extended via the
low-noise and power amplifiers QuinStar QLW-50754530-I2
(gain of 35 ±3 dB) and QPW-50662330 (with a gain of 33
±3 dB and a noise figure of 4.5 dB) respectively. In order to
move the signal to the desired mmwave band, we utilize the
Sivers IMA FC1003V/01 up-/down-converter. The attenuation
of coaxial cables used for connecting either the PA or LNA
with the up-/down-converters is 12 dB.

IV. MEASUREMENT RESULTS

As an exemplary data set of the measured CIRs for one pass
of the measurement vehicles, we depict Figure 4. The CIRs
exhibit typical properties that could be related to the mentioned
driving situations. Via a visual inspection we distinguish:

1) the vehicles #1 and #2 are directly approaching each
other in the time interval t ∈ [0, 2.4) s and the received
power increases with a delay dispersion of the channel.

2) The cars meet each other at time t ≈ 2.4 s with
a minimal mutual distance of approx. 3 m, while the
received energy and the delay dispersion are maximized.

3) The measurement vehicles are driving away from each
other in the time interval t ∈ (2.4, 4.6] s. The received
power decreases with time and exhibits variations, prob-
ably due to a slight ripple of the rear half-sphere of the
radiation pattern of the antennas, as visible in [14].

As mentioned in previous section, the CIR recoding covers
approximately 4.6 s. The depicted data are normalized (i.e.
max(|h(t, τ)|) , 1) and thresholded such that all components
with the amplitude below 0.1 are neglected.
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Fig. 4. Exemplary channel impulse recording of one pass of the vehicles. The
measured data are thresholded, therefore the noise background is not depicted.

A. The channel delay dispersion

In the literature (see e.g. [21]), the delay dispersion of the
channel is often evaluated via the root mean square (RMS)
delay spread and is defined as:

σRMS(t) =

√∫∞
0

(τ − τ̄2)P (t, τ)∫∞
0
P (t, τ)

, where τ̄ =

∫∞
0
τP (t, τ)∫∞

0
P (t, τ)

(4)
where τ is the time delay, i.e. the y-axis in Figure 4 and

P (t, τ) = lim
t→Ts

1

2T

∫ Ts

0

|h(t, τ)|2dt, (5)

where Ts is the time region where quasi-stationarity is valid
[21]. It is evident, that typical dimensions of the quasi-
stationarity regions are highly dependent on the geometry and
other relevant properties of the V2V scenarios (see e.g. [11]).
This measurement campaign has eliminated surrounding traf-
fic; consequently the LOS component and possible reflections
from the measurement cars are the dominant sources of the
received signal. In this case, the practically achieved results of
the RMS delay spread are evaluated for each measured CIR
for several passes of the vehicles in Figure 5. Please note that
individual CIRs are aligned by the LOS (maximal) component.

CHAPTER 8. VEHICLE-TO-VEHICLE MILLIMETER-WAVE CHANNEL
MEASUREMENTS AT 56-64 GHZ

80



Here, we define 8 power bins such that the summed received
power

∑
τ P (t, τ) for each individual measurement falls into

one bin of a uniformly divided interval [0.3, 1]. In Figure
5, each gray point represents one measured CIR and it is
noticeable that the higher the received power, the higher the
RMS delay spread. The intuition behind this result is, that the
reflections with lowest received power are simply buried under
the noise floor and do not contribute to the RMS delay spread.
Due to the mobile nature of the channel, it is not possible to
average out the noise in (5), as one could do in a stationary
environment. In order to illustrate the phenomena of the rising
RMS delay spread with the received power, the mean values
of the observed RMS delay spread are evaluated for each
power bin and are shown as a blue cross. The variances of
the corresponding dataset are depicted as the error bars. The
mean values are linearly regressed to highlight the trend.
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Fig. 5. Measured RMS delay spread for passing cars including mean and
variance evaluation for respective normalized received power bins. Mean
values of the respective power bins are linearly regressed.

B. The Channel Correlations

The channel quasi-stationarity time Ts, as discussed in the
previous section, is a time duration over which the channel
statistics do not change noticeably [21]. In order to evaluate the
level of change, we employ the Pearson correlation coefficient
(as in [22]), which is given as:

ρ(∆t) =
E[h′(t)− µh′(t))(h

′(t+ ∆t)− µh′(t+∆t))]

σh′(t)σh′(t+∆t)
, (6)

where h′(t) = |h(t, τ)|2 and σh′(t) denotes the standard devi-
ation while µh′(t) is the mean value of h′(t). The correlations
are calculated for different time differences ∆t to see how
much time can pass while the correlation of two delayed
CIRs is kept above a certain level ρ. For the following, we
choose ρ = 0.5.

In Figure 6 we can observe the Pearson correlation coeffi-
cient ρ as a function of the time lag ∆t. We plot data for 7
passes of the vehicles and for ∆t ∈ [0, 2] s. The mean value of
correlation is evaluated for the whole measurement region, i.e.,
E[ρ], ∀ t ∈ [0, 4.6] s together with its variance depicted as the
error bars. It is visible that the E[ρ] > 0.5 for ∆t ∈ [0, 50] ms.
In order to compare, in [23], for V2V channels at 5.6 GHz
and with 240 MHz of bandwidth in a notably more rugged
environment, the coherence times are in the range from 180
to 500µs depending on the driving situation.
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Fig. 6. Pearson correlation coefficient evaluation for several passes as a
function of a correlation distance ∆t.

In Figure 7 we show a dependency of E[ρ], ∀ t ∈ [0, 4.6] s
on the summed received power

∑
τ P (t, τ) showing that the

higher the total received power, the higher the correlations. The
intuition is, that the lower the received power, the content of
noise is proportionally higher, thus decreasing the correlation.

V. CONCLUSION

We have conducted broadband (with 8 GHz bandwidth)
V2V mmwave channel measurements demonstrating the
power-delay profiles of vehicles passing each other on a two-
lane road. We evaluate the stationarity durations via a correla-
tion between delayed channel impulse responses showing that
in order to have mean correlations higher then 0.5, the time lag
between measurements cannot be higher then 50 ms. Also, we
show that the RMS delay spread increases with the received
power. This poses an interesting problem, where usually the
higher the signal-to-noise ratio (SNR), the lower the bit error
rate (BER) of a hypothetical communication system without
perfect channel state information (CSI). However, at the same
time we show that the higher the received power (i.e. the SNR),
the higher the RMS delay spread which usually also results in
error floors and in the increase of the (uncoded) BER (as seen
on page 242 in [21]). Therefore, the maximal transmit power
possibly may not guarantee the lowest (uncoded) BER in the

81



0.5 0.6 0.7 0.8 0.9 1 1.1
Normalized received power [-]

0.2

0.3

0.4

0.5

0.6

0.65

M
a
x
im

a
l
co

rr
el

a
ti
o
n

8"
t

Measured data for sevetal passes
Linear regression
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(for all intended ∆t) increases with the increase of the received power.

demonstrated scenario. In other words, for short distances,
self-interference due to multipath components (MPCs) that
fall outside the cyclic prefix or equalizer window might be
the dominant effects of the characterized channels.
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Briso, M. Berbineau, A. Pirovano, and J. Mendizábal, Eds.,
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Abstract— The paper deals with an analysis of multipath 

propagation environment in the 60 GHz band using a pseudo-
random binary sequence-based time-domain channel sounder 
with 8 GHz bandwidth.  The main goal of this work is to analyze 
the multipath components (MPCs) propagation between a moving 
car carrying a transmitter with an omnidirectional antenna and a 
fixed receiver situated in a building equipped with a manually 
steered directional horn antenna. The paper briefly presents the 
time dependence of the dominant MPC magnitudes, shows the 
effect of the surrounding vegetation on the RMS delay spread and 
signal attenuation, and statistically evaluates the reflective 
properties of the road which creates the dominant reflected 
component. To understand how the MPCs propagate through the 
channel we measured and analyzed the power and the RMS delay 
spread distributions in the static environment surrounding the car 
using an automated measuring system with a controlled receiver 
antenna tracking system. We give some examples of how the MPC 
magnitudes change during the antenna tracking and demonstrate 
that a building and a few cars parked close to the measuring car 
create a lot of MPCs detectable by the setup with a dynamic range 
of about 50 dB.   

Keywords—millimeter wave, channel measurement, channel 
sounder, channel impulse response, delay spread. 

I. INTRODUCTION 

Automated driving systems of future vehicles will be much 
more reliable and safer when employing inter-vehicular 
communication [1]. Being able to disseminate information on 
safety-critical events detected or caused by individual 
participants in the traffic with other relevant traffic members is 
for sure beneficial not only in terms of safety, but also in terms 
of traffic flow and overall smoothness of the transportation 
process. The vehicle-to-vehicle communication (V2V) had been 
previously studied for various sub-6 GHz frequency bands [2]; 
however, it is tempting to utilize specific parts of a much higher 
frequency band designated as the millimeter wave (MMW) 
band, which spans the frequency range 30–300 GHz. Many 
studies consider especially the frequency band around 60 GHz 

because the International Telecommunication Union (ITU) 
assigns the 60 GHz band to the Industrial, scientific and medical 
(ISM) bands allowing license-free operations and offers several 
GHz of bandwidth, which is unheard of in the mentioned sub-
6 GHz band [3].   

It needs to be mentioned that the 60 GHz band for vehicular 
connectivity had been studied several decades earlier, see e.g. 
[4], however, in a very narrowband setup leading to the fact that 
the extensive bandwidth, available in the already mentioned 
60 GHz band, stayed unused. At present, as the advances in the 
monolithic microwave integrated circuitry (MMIC) have 
brought the attention of both the industrial and the scientific 
community again to the 60 GHz band, the V2V MMW 
communication is revisited, for example in [5]. The path-loss of 
the links at 60 GHz is of course still high due to the oxygen 
absorption in the atmosphere which reaches 15 dB/km; 
therefore, it is deemed suitable for short-range communication 
rather than for long-range backhauls [6]. The broadband V2V 
MMW communication is studied in [7] demonstrating 
exemplary power-delay profiles (PDPs), path-loss and root-
mean-square (RMS) delay spreads of the radio channel between 
two oncoming vehicles.   In [7], the information exchange is 
direct, without any intermediary. In this paper, we show another 
possible scenario termed vehicle-to-infrastructure (V2I), where 
the information from the individual vehicles is gathered by the 
(usually elevated) roadside infrastructure. Subsequently, the 
information might be backhauled to a distant area (e.g. in 
difficult non-line-of-sight situations (NLOS)) or transmitted 
back to other vehicles even in the vicinity of the original 
transmitter car. This relaying scenario might be beneficial due 
to the elevated installation of the roadside infrastructure, thus 
easing the issues of shadowing by other vehicles on the road [8]. 

In [9], the V2I scenario, where the transmitter and the 
receiver are not moving but the surrounding traffic on the two-
lane road causes the time-varying nature of the channel, is 
analyzed. It is shown in [9] that the presence of moving vehicles, 
although making the channel non-stationary, may reduce the 
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RMS delay spread. This is due to the presence of cars, which 
effectively serve as artificial reflecting surfaces and thus 
increase the total received power.  

In [10], the outage probability of MMW V2I propagation 
channels is researched with the conclusion that the two-wave 
Rice model is not necessary and “the road-reflected wave can be 
neglected in the numerical computations”. The conclusions in 
[10] are based on a ray-tracing analytical channel model. On the 
other hand, however, based on the real-world channel sounding 
campaign in [5], a two-way diffuse power (TWDP) channel 
model is derived and validated via Akaike’s information 
criterion. In [11], a small-scale fading model is derived for a V2I 
scenario similar to that in [5] and again, the TWDP statistics are 
confirmed. The two-way nature of the V2I MMW channel is 
also observed in this paper; however, here we show different 
statistical properties of the direct and the reflected components 
affected by the surrounding vegetation. Unlike other works, 
where the influence of vegetation is examined using a fixed 
measurement setup [12], [13], we show the influence of the 
surrounding trees during the movement of the car carrying the 
measurement setup transmitter. In another part of the paper we 
deal with the mutual dependence between the power and the 
RMS delay spread distributions, which is not a usually analyzed 
channel feature, but its knowledge could be very valuable.       

With this background, the detailed contributions of this 
paper are as follows:  

 Analysis of multipath components (MPCs) propagating 
between a moving car and a fixed receiver in terms of 
time dependence of direct and reflected MPCs 
magnitudes, RMS delay spread of the received MMW 
signal, and statistical characterization of the strongest 
reflected component. 

 Examination of 2D power and the RMS delay spread 
distributions in a static rugged environment surrounding 
the car, and evaluation of their relationship.  

The rest of the paper is organized as follows. Section II 
briefly describes the channel sounder. Section III informs about 
the measurement scenarios used for time-varying and static 
environments. Section IV deals with the real word 
measurements. Then in Section V, the analyses of both the time-
varying and the static channels are presented. A summary of the 
paper is given in the conclusion.  

II. MEASUREMENT SETUP 

The channel measurement was carried out using the 60 GHz 
time-domain channel sounder described in detail in [14]. It is 
composed of a pseudo-random binary sequence (PRBS) 
transmitter (TX) and a correlation receiver (RX). It employs 
Golay complementary sequences as the excitation PRBS signal, 
because of their very good correlation properties, minimal 
leakage effects caused by FFT [15], and a great ability to 
mitigate unwanted nonlinearity effects produced by channel 
sounder analog circuits [16]. The transmitter is based on an 
Anritsu MP1800A Signal Quality Analyzer working as a PRBS 
generator. The receiver is created using a Tektronix 
MSO72004C (20 GHz, 50 GS/s) Mixed Signal Oscilloscope 
working as a very fast analog-to-digital converter. The baseband  

 

Fig. 1. E‐plane (left) and H‐plane (right) measured radiation pattern of 
double-sided SIW slot antenna at 55 GHz, 60 GHz, and 65 GHz. 

PRBS signal is converted into the MMW band and back using 
SiversIma FC1000V series V-band up/down converters [17]. 
The channel sounder bandwidth is 8 GHz, the number of 
samples per measured channel impulse response (CIR) is set to 
NSa = 8092 and the number of saved CIRs per measurement is 
NCIR = 932. Due to the correlation gain the sounder dynamic 
range is about 45 dB.  In the case of static channel measurement, 
it can be increased by another 5–10 dB using an averaging 
technique. Downloading data from the oscilloscope to a PC, and 
their basic processing are controlled by LabView.  

The transmitter was equipped with an omnidirectional SIW 
slot antenna described in [18], whose radiation pattern related to 
the car is shown in Fig. 1. An angle of 0 in both the E- and the 
H-plane corresponds to the left side of the car (as seen by the 
driver) and the car roof in the H‐plane is situated at an angle of 
270. The MMW signal was received using a directional horn 
antenna with a dielectric lens. The antenna gain dependence on 
the angle is shown in Fig. 2.  

All measured values mentioned below are related to the low 
noise MMW preamplifier output. The following down converter 
SiversIma then increases them by a gain of about 15–20 dB. 

 

Fig. 2. E‐plane (top) and H‐plane (bottom) measured gain of horn antenna 
with dielectric lens at 55 GHz, 60 GHz, and 65 GHz. 
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III. MEASUREMENT SCENARIOS 

All V2I measurements were performed in the Brno 
University of Technology campus between the building at 
Technicka 12 and a VW CC car driving on the road in front of 
the building as shown in Fig. 3. The car was moving in both 
directions at different speeds. In the text below, we will use the 
designation “Scenario 1a” for the direction of moving shown in 
Fig. 3 and “Scenario 1b” for the opposite direction of the car 
movement. Since the measured results contained several 
multipath components whose origin was ambiguous, we made 
further stationary measurements in order to be able to correctly 
interpret the measured data. In “Scenario 2” the car was situated 
in front of the building and the channel was scanned by the horn 
antenna directed to uniformly distributed points as shown in Fig. 
4. To determine the direction of propagation of certain MPCs, 
the TX antenna was in a few measurements shielded towards the 
receiver by an MMW absorber as shown in the upper left corner. 

In all the scenarios the transmitter was situated in the car 
and its antenna together with the power amplifier and cooler 
were placed on the car roof as shown in Fig. 5 (left). The receiver 
was situated in a room on the 6th floor of the university building. 
In Scenarios 1a and 1b the RX antenna was mounted on a 
photographic gimbal head and tripod and directed out of an open 
window (see Fig. 5 (middle)). The antenna was manually 
directed to the moving car using a riflescope. This manual 
tracking of the directional antenna simulates electronic beam 
steering of an antenna array assumed for 5G wireless networks 
[19]. The correctness of the RX horn antenna alignment during 
the tracking was checked using a video recorded by a camera 
mechanically coupled to the antenna.  In Scenario 2 the RX 
antenna was directed using a motorized Sky-Watcher AllView 
mount (see Fig. 5 (right)) controlled by PC and LabView.  

For Scenarios 1a and 1b the car speed was chosen 
v = 30 km/h to 50 km/h. As shown in Fig. 3, the height of the 
TX and RX antennas above the ground is ℎ = 1.55 m and 𝐻 = 
14.5 m respectively. It is obvious that for Scenario 1a, where the 
distance between the TX antenna and the building is D = 28.5 m, 
the propagation distance between the antennas is  𝐿 =

 (𝐻 − ℎ) + 𝐷  = 31.3 m.  Similarly, for Scenario 1b, where D 
is only 25 m because the car goes on the roadside closer to the 
building, we can get 𝐿 = 28 m. 

 
Fig. 3. Measuring workplace in the university campus at 

Technická 12, Brno. 

 

Fig. 4. Distribution of the measurement points for CIR evaluation. 

IV. MEASUREMENT  

For all the car speeds and directions, we had performed 
three measurements and then we selected the measurement 
where the car tracking was the most accurate. Note that the 
tracking of a moving car is not easy especially at higher speeds. 
The magnification of the telescope must not be too high, as it 
must allow the car to be quickly found. In such a case, the 
transmitter is too small for watching. Thus, in most cases the RX 
antenna was directed to the car center, which caused a relatively 
small constant vertical angular error. In contrast, the variable 
angular velocity of the car (observed from the perspective of the 
receiver) complicated the tracking of the car and, as a result, 
caused a time-varying horizontal angular error. Overall, the 
selected measurements exhibit vertical and horizontal errors of 
less than 2 and 3 respectively. Examples of measured CIRs for 
Scenario 1a, are shown in Fig.  6, where for a clearer 
interpretation of the results we used the propagation distance at 
the vertical axis instead of the more common time or delay. 

First, we chose a long period of CIRs measurement 
TCM  = 5 ms to be able to observe changes in the MPCs and the 
influence of surrounding trees on signal propagation. The 
corresponding total measurement time TTM = TCM×NCIR was 
4.675 s. Further, to analyze the influence of the road roughness 
on the MMW signal reflection during the car movement we set 
the measurement period to TCM  = 200 s which gives the total 
measurement time TTM = 0.186 s. For v = 50 km/h (v = 14 m/s) 
the CIRs are taken every v ×TCM = 2.8 millimeters of the car 
movement. 

 

Fig. 5. From left to right: placement of TX antenna on the car roof, RX 
antenna on the gimbal head and on the motorized mount. 
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It is obvious that in both cases there are two dominant 
components: a direct component (the stronger and nearer one) 
and a reflected component. To find a reflective spot, we parked 
the car at the position shown in Fig. 4 and placed the MMW 
absorber on the road, sidewalk and various parts of the car. We 
observed that this component was reflected off the road at about 
2.7 meters from the car as shown in Fig. 3. The difference 
between the direct and reflected path lengths ∆𝐿 = 𝑥 + 𝑦 − 𝐿 =

√𝑑 + ℎ + (𝐷 − 𝑑) + 𝐻 − 𝐿  is then 1.4 m, which 
corresponds to the measured difference shown in Fig. 6. The 
angle between the direct component and the reflected 
component is 𝛾 = 4.95. It is given by 𝛾 = 𝛽 − 𝛼 =
arctg[𝐻 (𝐷 − 𝑑)⁄ ] − arctg[(𝐻 − ℎ) 𝐷⁄ ].  Note that the angles 𝛽 
and 𝛽′ slightly differ because the road is not perfectly even. As 
the maximum measurable distance of the channel sounder is 
49 m [14], the multipath components propagating over a longer 
distance (reflected multiple times from the building behind the 
car) are aliased as shown in Fig. 6. The white dashed curves 
approximate the maximum MPCs position (see Section V-A). 
The measurements were made so that the center of records 
corresponded to the moment when the transmitter and the 
receiver were both in a vertical plane perpendicular to the 
building wall. Different distances at the beginning and the end 
of record shown in Fig. 6 (top) are caused by an imperfect 
parallelism of the road and the building. 

In Scenario 1b, when the car was moving in the opposite 
direction, the data records are very similar to those shown in Fig. 
6, but there is no component reflected from the road since the 
road and the sidewalk were shadowed by the car roof. 

Scenario 2 measurements were performed for several car 
positions. The most interesting measurement (the richest in 
MPC components) is shown in Fig. 4. To get information about 
the MPCs power distribution in 2D plane we used the motorized 
mount and scanned the space around the transmitter in 
rectangular coordinates with horizontal and vertical steps of 5. 
Since the measurement setup was working in the same way as 
in Scenario 1 but it recorded only 100 CIRs for any measurement 
point, we averaged them to increase the signal to noise ratio 
(SNR). We evaluated the power at all points by summing the 
CIR peaks above the noise floor, which was set to –60 dBV. A 
smooth representation of the distribution, shown in Fig. 7, was 
achieved by interpolating the values by a ratio of 32. The 
elongated shape in the vertical direction is caused by strong 
MPCs reflected by the car and the building behind the 
transmitter and by the road. Of non-negligible influence are also 
the different beam-widths of the RX antenna in the vertical and 
the horizontal axes as shown in Fig. 2. 

V. CHANNEL CHARACTERIZATION 

As mentioned above the aim of this work is to analyze the 
time varying MPC characteristics caused by a moving car such 
as MPC magnitude variation in time, its statistical properties, 
and the time variation of the delay spread. Another research goal 
is to analyze the power and RMS delay spread distributions in a 
static environment surrounding the car and to find any 
dependence between them. So, we can divide the channel 
characterization into two subsections devoted to the time-
varying and the static channels. 

 
Fig. 6. The CIR magnitude in dBV measured in Scenario 1a with 

sampling periods TCM  = 5 ms (top) and and TCM  = 200 s 
(bottom), v = 40 km/h.  

 
Fig. 7. Distribution of the power normalized to 0 dB in the 

vinicity of the car. 
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A. Analysis of time-varying channel 

To analyze the MPCs magnitude variation we approximated 
the coordinates (indices) of direct and reflected components by 
a smooth curve as shown in Fig. 6. It was accomplished by the 
following three steps: 

1. Detecting the strongest and the second strongest 
component (i.e. the direct component and the component 
reflected from the road) in each CIR record and 
determining their coordinates.  

2. Filtering the coordinates by a Hampel filter to  remove 
outliers (coordinates of the other strong components not 
belonging to the two above). 

3. Filtering the coordinates using a Savitzky-Golay FIR 
filter to obtain a smooth approximation.  

The Hampel filter is a configurable-width sliding window 
filter, calculating for each window the median and the standard 
deviation 𝜎. If any point in the window is more than n𝜎 out of 
the median, where n is a user-definable value (default n = 3), 
then the Hampel filter identifies this point as an outlier and 
replaces it with the median. Compared with a simpler median 
filter the Hampel filter is defined by another parameter (n𝜎), 
which improves the filter configurability and offers better 
fitting. Both the window length and n were set empirically.  

The Savitzky-Golay filter is a frequently used smoothing 
filter based on local least-squares polynomial approximation. 
The filter is defined by the polynomial order and by the 
approximation interval. Optional parameters implemented in 
MATLAB, which was used for simulations, are positive-valued 
weights used during the least-squares minimization. Thanks to 
many configurable parameters, it can be very well optimized for 
the desired approximation. The filter is necessary to 
approximate the signal tendency when its magnitude is strongly 
attenuated (for example when the signal penetrates trees) and 
when the Hampel filter does not give a satisfactory result. In 
fact, both filters represent the momentum of the car and smooth 
the curves representing the distance change. 

The time dependence of the direct and reflected component 
magnitudes depicted in Fig. 6 (top) plotted for the fitted 
coordinates is shown in Fig. 8 (grey waveforms). The time 
dependence of the direct component obtained in Scenario 1b is 
then shown in Fig. 9. The short-term trends (black and red 
dashed waveforms) were obtained by lowpass zero-phase 
bidirectional filtering, where the data is processed in both the 
forward and the reverse directions, which does not shift the 
filtered signal in time. 

The effect of trees in Figs 8 and 9 is obvious. The 
attenuation varies in a wide range, depending on which part of 
treetops the MMW signal penetrates. Its maximum is slightly 
above 30 dB.  Note that the difference in the magnitudes 
between the direct and the reflected component in Scenario 1a 
is relatively small. In the “unshaded” record segments the short-
term trends differ between 6–12 dB. As mentioned above it is 
caused partly by pointing the traced RX antenna at the car doors.  

The ripple of the direct component magnitude in the 
unshaded areas is probably due to imperfect manual tracking and 
angle-dependent irradiation of both the antennas.  As is obvious  

 
Fig. 8. The time dependence of the direct and reflected component 

magnitudes measured in Scenario 1a for TCM  =5 ms and v=40 km/h. 

from Fig. 2, the angular error of 3 mentioned in Section IV 
causes an RX antenna gain drop in the E-plane of about 4 dB, 
which corresponds to the direct component magnitude variation. 
The ripple of the reflected component magnitude is additionally 
affected by road irregularities. Note that the bottom parts of 
component magnitudes are also affected by the measurement 
setup noise.  

The effect of the road on a reflected component is also 
obvious in Fig. 10, where the component magnitudes depicted 
in Fig. 6 (bottom) are plotted. While the small changes in the 
direct component magnitude are caused by the receiver noise, 
downconverter IQ imbalance, and possibly by the phase noise 
of the reference rubidium oscillators, the larger variation of the 
reflected component is caused predominantly by the rough road 
surface (flat asphalt). To confirm this, one measurement was 
performed with the stationary vehicle and compared with all the 
time-varying channel measurements (made at different speeds) 
with respect to the reflected component magnitude variance. The 
reflected component for the stationary car is shown in Fig. 10 
(blue waveform). It can be concluded that the influence of 
receiver noise is small as the variance (normalized power in W) 
of the reflected component measured for a stationary car is 
2.08e–07 while the variance of the reflected component 
measured for a moving car is in the interval from 2.30e–05 to 
7.85e–06. Note that the direct component variance in the static 
measurement is 2.10e–07. 

 
Fig. 9. The time dependence of the direct component magnitudes 

measured in Scenario 1b for TCM  = 5 ms and v = 40 km/h. 
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Fig. 10. The time dependence of the direct and reflected component 

magnitudes measured in Scenario 1a. TCM  = 200 s, v = 40 km/h. 

Another aim of the channel characterization was to fit the 
distribution of the reflected component magnitudes measured 
for TCM  = 200 s by a proper probability density function (PDF). 
It was found that the best fitting can be obtained by a generalized 
extreme value (GEV) distribution given by the location 
parameter µ, scale parameter σ, and shape parameter k ≠ 0. For 
all (four) unfiltered datasets we defined intervals for the above 
parameters: µ4.4 mV, 5.8 mV,  σ 2.3 mV, 4.0 mV, and k 
–0.055, –0.108. No relationship between the amplitude 
distribution and the speed of the vehicle was found. The PDF 
calculated as a histogram, and the cumulative distribution 
function (CDF) of the reflected component depicted in Fig. 10 
(gray waveform), fitted by the GEV distribution are shown in 
Fig. 11. Note that when the short-term filtered trend (red curve) 
is subtracted from an unfiltered record (gray waveform) the 
result can be successfully fitted with the normal distribution. In 
other words, the effect of small particles in asphalt can be fitted 
by a normal distribution. 

 
Fig. 11. PDF (left) and CDF (right) calculated and fitted by 

generalized extreme value distribution for the 
component reflected from the road. 

 
Fig. 12. The time dependence of the instantaneous RMS delay spread 

for TCM = 5 ms and v = 40 km/h. 

Finally, we calculated the instantaneous RMS delay spread 
for the components depicted in Fig. 6 (top) according to [20] 

 𝜎 , =
∑ | ( , )|

∑ | ( , )|
−

∑ | ( , )|

∑ | ( , )|
,   (1) 

where |h(τi, t)| are the magnitudes of CIR taps at the delay τi, t is 
the measurement time (capturing time of CIRs), and L is the 
number of taps. The number of taps was chosen experimentally 
as the number of the CIR peaks exceeding the receiver noise 
threshold (–60 dBV). The RMS delay spread plotted in the 
logarithmic vertical scale is shown in Fig. 12. It corresponds 
well to the magnitudes in Fig. 8. The range of averaged values 
(black dashed waveform) between 2 ns (line-of-sight (LOS) 
propagation) and 60 ns (shadowing by trees) are typical of 
outdoor V2X scenarios [21]. By applying FFT to the complex 
values of the component reflected from the road we found that 
at speeds of up to 50 km/h, the significant components do not 
exceed the 600 Hz as evident from Fig. 13. 

B. Analysis of static channel 

The aim of the static channel analysis is to find how some 
MPCs propagate through the channel in order to correctly 
interpret the data measured and to find some dependence 
between the received signal power and the RMS delay spread. 
For this purpose, we first calculated the power distribution in the 
car vicinity as mentioned above and shown in Fig. 7, and then 
evaluated the RMS delay spread for all the measured points 
according to (1). A map of the RMS delay spread distribution is 
shown in Fig. 14. It is evident that the minimum value occurs 
very close to the transmitter (point 13), due to the dominant 
direct component. The relatively low delay spread at points 8, 
12, 14 and 18 is caused by the presence of direct component and 
either strong MPCs traveling close to the direct component 
(reflected from the road) or weak MPCs traveling far from the 
direct component (e.g. reflected from the building behind the 
transmitter). 

 
Fig. 13. Spectrum of reflected component measured in Scenario 1a for TCM  = 

200 s and the car speed v = 40 km/h (black) and v = 50 km/h (red).   
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Fig. 14. Map of RMS delay spread in nanoseconds calculated for a 

set of CIRs measured in the vinicity of the car. 

The CIRs corresponding to points 13 and 18 are shown in 
Fig. 15. The black waveforms were measured without the 
MMW absorber and the red waveforms were obtained with the 
absorber shielding the TX antenna. The blue circles indicate the 
values used for the RMS delay spread calculation. It is obvious 
that the component C was reflected from the building behind the 
transmitter, because it was also received with the absorber and 
its distance from the component A corresponds to twice the 
propagation path length between the building and the car.  On 
the contrary the component D propagated towards the receiver 
and it was probably reflected multiple times.  The vertical 
angular difference of 5 between the points 13 and 18 causes 
noticeable changes in the direct component A (13 dB) and in the 
component reflected from the road (7 dB). This unequal 
difference in the changes is due to the angle-dependent RX 
antenna gain and the deviation of the position of central point 13 
and the transmitter as shown in Fig. 4. 

 
Fig. 15. The CIRs obtained at points 13 and 18 without (black) and 

with (red) absorber. 

 
Fig. 16. The CIRs obtained at the edge points 6 and 21. 

The averaging effect implemented in this measurement 
increases the dynamic range and allows detecting many weak 
MPCs. Thanks to it we can evaluate the RMS delay spread also 
for the edge points (far from the transmitter). An example of the 
CIRs measured for the edge points with the highest and the 
lowest RMS delay spread is shown in Fig. 16. The highest RMS 
delay spread at point 21 is caused by a two very distant peaks 
with similar power.  

To find some relation between the received signal power and 
the RMS delay spread depicted in Figs 7 and 14 we plotted them 
in Fig. 17 for all the measured points arranged in a row. As 
expected, a small delay spread corresponds to a large received 
power. However, in a few cases this claim is not valid (see e.g. 
points 5 and 6), and, as is obvious there is no easily describable 
dependence between them because different RMS delay spread 
values correspond to the same power (points 6 and 23, or 12 and 
20). Note that in the case of the RX antenna with a broader 
beam-width the RMS delay spread would be probably higher. 

VI. CONCLUSION 

We analyzed the multipath components propagation 
between a moving car on a road and a fixed receiver situated in 
a campus building. We showed very good reflective properties 
of the asphalt surface and demonstrated them by the small 
difference between the direct and the reflected component 
magnitudes varying between 6–16 dB (see  Fig. 8  and  Fig. 10).  

 
Fig. 17. Normalized power and RMS delay spread plotted for all 

points. 
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Similar small difference lower than 12 dB can also be observed 
between these components in “static scenario” (Fig. 15). Then 
we examined the attenuation caused by trees. We discovered 
that it varies in a wide range and its maximum for all the 
measurements slightly exceeds the value 30 dB. The time 
variation of the reflected component magnitude was fitted by a 
generalized extreme value distribution and the marginal values 
of the distribution parameters were calculated for all the 
measurements. For “moving scenario” we then evaluated the 
time dependence of the RMS delay spread. We proved that its 
averaged values (trends) vary in the range from 2 ns (obtained 
for obstructed LOS propagation) to 60 ns (obtained for the case 
the signal shadowed by trees). Finally, we calculated the 
spectrum of the component reflected from the road and 
discovered that at speeds of up to 50 km/h, there are no 
significant components above 600 Hz.  

To understand how the MPCs propagate through the channel 
we measured and analyzed the power and the RMS delay spread 
distributions in the static environment surrounding the car. We 
obtained very similar values of the RMS delay spread between 
4 and 58 ns as in the case of the previous time-varying channel 
analysis. We justified these values by analyzing the multipath 
component in the corresponding CIRs. Finally, by analyzing the 
2D power and the RMS delay spread distribution we came to the 
conclusion that there is no provable relationship between them. 
By the results presented we generally demonstrate that a 
building and a few cars parked close to the measuring car create 
an environment relatively rich in multipath components.   

We are aware of the manual antenna tracking imperfection 
which affects the above analyses. On the other hand, an 
estimated magnitude measurement error of up to 4 dB is not 
crucial. Note that another 1–2 dB magnitude change is produced 
by the non-uniform TX antenna irradiation. Simulation of any 
future real MMW system in order to get realistic results is very 
difficult, because the parameters of its antenna systems (antenna 
arrays) are not exactly known and their radiation pattern will 
probably have also some imperfections. In addition, the results 
are strongly dependent on the surrounding environment (road 
type, size of trees, number and types of nearby cars etc.). Thus, 
the presented work shows channel behavior only for specific 
scenarios. To eliminate the above error, we plan to use for future 
measurements an automated tracking system based on a camera, 
vision RoboRealm software, and the above-mentioned 
motorized Sky-Watcher AllView mount.  
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10 CONCLUSION
This thesis dealt with the problem of measuring the fast varying and diverse MMW
automotive channels. After brief introduction, the current channel measuring tech-
niques, which are typically not able to capture all of the MMW channel features,
were presented in Chapter 1.

The goals were set in Chapter 2. Chapter 3 represented the core of the disserta-
tion — it fulfilled the primary goal of building a channel sounding system suitable
for the MMW channels. It thoroughly explains the development of the system, its
hardware, methods, data processing, features and parameters. Great part of this
chapter was dedicated to mitigating an issue, which arose during the system devel-
opment. The dynamic range of the system was considerably limited by the spurs,
that appeared in the measurement output. It turned out that it was caused by the
non-linear components in the measurement chain and was significantly reduced by a
careful analysis and choice of the probing signal. It was shown that the Golay pair
and Golay pair with inverted polarity as probing signal exhibit superior performance
in most of the cases. This was analysed and explained also theoretically exploiting
signal properties such as higher order autocorrelation function.

Chapters 4, 5 and 6 presented the first experiments with the developed channel
sounding system — measurement of the intra-car channel. Those chapters showed
and analyzed the effects of vehicle vibrations (caused by e.g. running engine, audio
system, movement of the persons inside or even by the ride of the vehicle) on the
transmission channel.

Chapter 7 explained several improvements on the system — especially separat-
ing the transmitter and receiver, which led to greater freedom in the measurement
scenarios. It also showed some examples of the V2V channel measurements. Chap-
ters 8 and 9 presented measurements and analysis of the V2V and V2I channels,
respectively.

To summarize, both of the goals set in Chapter 2 were accomplished. A measure-
ment system with unique parameters (the primary goal) was built and presented in
Chapter 3 and partially Chapter 7. The rest of the Chapters 4–9 fulfilled the sec-
ondary goal — they provided actual measurements of various scenarios with the
developed system.
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