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The purpose of this paper is to employ an alternative approach to reconstruct the standard variational iteration algorithm II
proposed by He, including Lagrange multiplier, and to give a simpler formulation of Adomian decomposition and modified
Adomian decompositionmethod in terms of newly proposed variational iterationmethod-II (VIM).Through careful investigation
of the earlier variational iteration algorithm and Adomian decomposition method, we find unnecessary calculations for Lagrange
multiplier and also repeated calculations involved in each iteration, respectively. Several examples are given to verify the reliability
and efficiency of the method.

1. Introduction

Over the last few decades several analytical/approximate
methods have been developed to solve nonlinear ordinary
and partial differential equations. For initial and boundary-
value problems in ordinary and partial differential equations,
some of these techniques include the perturbation method
[1], the variational iterationmethod [2–4], the decomposition
method [5–8], and the homotopy methods [9–11].

The Adomian decomposition method [12–16] for solving
differential and integral equations, linear or nonlinear, has
been the subject of extensive analytical andnumerical studies.
The method, well addressed in [12–16], has a significant
advantage in which it provides the solution in a rapid
convergent series with elegantly computable components. In
recent years, a large amount of literature has been devel-
oped concerning the application of Adomian decomposition
method in applied sciences. In addition, the method reveals
the analytical structure of the solution which is absent in
numerical solutions.

He’s variational iteration method [2–4] is based on a
Lagrange multiplier technique developed by Inokuti et al.
[17]. This method is, in fact, a modification of the general
Lagrange multiplier method into an iteration method, which

is called correction functional. The method has been shown
to solve effectively, easily, and accurately a large class of
nonlinear problems [18–23]. Generally, one or two iterations
lead to high accurate solutions.

In the present study, we have linked up variational iter-
ation method and Adomian decomposition method through
Lagrangemultiplier, which shows thatVIM is another formof
expressing ADM and vice versa. This study reveals that there
is no need to integrate the differential equation again and
again as we do in Adomian decomposition method. Advan-
tage of new iterative scheme over the variational iteration
method is that it avoids the unnecessary calculations and
we can construct Lagrange multiplier very easily without
construction of the correctional functional.

2. New Formulation for Adomian
Decomposition Method and Variational
Iteration Algorithm II

In order to elucidate the solution procedure, we consider the
following 𝑛th order partial differential equation:
𝐿
𝑛

𝑓 (𝑥, 𝑡) = 𝑅𝑓 (𝑥, 𝑡) + 𝑁𝑓 (𝑥, 𝑡) + 𝑔 (𝑥, 𝑡) , 𝑡 > 0, 𝑥 ∈ 𝐿,

(1)
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where 𝐿𝑛 = 𝜕
𝑛

/𝜕𝑡
𝑛, 𝑛 ≥ 1,𝑅 is a linear differential operator,𝑁

is a nonlinear differential operator, 𝑅 and𝑁 are free of partial
derivative with respect to variable 𝑡, and 𝑔 is the source term.
As we are familiar with the fact that in all kinds of iteration
techniques, except the operator rest of the terms, are treated
as a known function on the behalf of initial guess. In this
present newly proposed idea, we have used the same concept.
We have bound all terms in one function except operator.
Consider

𝑔 + 𝑁𝑓 + 𝑅𝑓 = 𝐹(𝑡, 𝑥, 𝑔, 𝑓,

𝜕𝑓

𝜕𝑥

,

𝜕
2

𝑓

𝜕𝑥
2
, . . .) . (2)

By incorporating (2) in (1), we get

𝐿
𝑛

𝑓 = 𝐹(𝑡, 𝑥, 𝑔, 𝑓,

𝜕𝑓

𝜕𝑥

,

𝜕
2

𝑓

𝜕𝑥
2
, . . .) . (3)

On integrating (3), we obtain

𝐿
(𝑛−1)

𝑓 = ∫

𝑡

0

𝐹(𝜉, 𝑥, 𝑔, 𝑓,

𝜕𝑓

𝜕𝑥

,

𝜕
2

𝑓

𝜕𝑥
2
, . . .) 𝑑𝜉 + 𝑐

1
(𝑥) . (4)

Again, by integrating (4), we have

𝐿
(𝑛−2)

𝑓 = ∫

𝑡

0

∫

𝜉

0

𝐹(𝜏, 𝑥, 𝑔, 𝑓,

𝜕𝑓

𝜕𝑥

,

𝜕
2

𝑓

𝜕𝑥
2
, . . .) 𝑑𝜏𝑑𝜉 + 𝑐

1
(𝑥) 𝑡

+ 𝑐
2
(𝑥) ,

(5)

since we know that multiple integral can be reduce to a single
integral by using integral property. Hence, we can write (5) in
the following form:

𝐿
(𝑛−2)

𝑓 = ∫

𝑡

0

(𝑡 − 𝜉) 𝐹(𝜉, 𝑥, 𝑔, 𝑓,

𝜕𝑓

𝜕𝑥

,

𝜕
2

𝑓

𝜕𝑥
2
, . . .) 𝑑𝜉 + 𝑐

1
(𝑥) 𝑡

+ 𝑐
2
(𝑥) .

(6)

If we continue this process of integration, we can get final
form as follows:

𝑓 (𝑥, 𝑡) = ∫

𝑡

0

(𝑡 − 𝜉)
𝑛−1

(𝑛 − 1)!

𝐹(𝑡, 𝑥, 𝑔, 𝑓,

𝜕𝑓

𝜕𝑥

,

𝜕
2

𝑓

𝜕𝑥
2
, . . .) 𝑑𝜉

+

𝑐
1
(𝑥) 𝑡
𝑛−1

(𝑛 − 1)!

+

𝑐
2
(𝑥) 𝑡
𝑛−2

(𝑛 − 2)!

+ ⋅ ⋅ ⋅ 𝑐
𝑛
(𝑥) .

(7)

By writing the constant of integration in the form 𝑐
𝑘
(𝑥) =

(𝜕𝑓
𝑛−𝑘

(𝑥, 0
+

))/𝜕𝑡
𝑛−𝑘, 𝑘 = 1, . . . , 𝑛 and substituting (2) in (7)

then (7), we have

𝑓 (𝑥, 𝑡) =

𝑛−1

∑

𝑘=0

𝜕
𝑘

𝑓 (𝑥, 0
+

)

𝜕𝑡
𝑘

𝑡
𝑘

𝑘!

+ ∫

𝑡

0

(𝑡 − 𝜉)
𝑛−1

(𝑛 − 1)!

(𝑅𝑓 + 𝑁𝑓 + 𝑔) 𝑑𝜉.

(8)

In iteration form (8), it can be written as follows:

𝑓
𝑗+1

(𝑥, 𝑡) = 𝑓
0
(𝑥, 𝑡) + ∫

𝑡

0

(𝑡 − 𝜉)
𝑛−1

(𝑛 − 1)!

(𝑅𝑓
𝑗
+ 𝑁𝑓
𝑗
+ 𝑔) 𝑑𝜉,

𝑗 = 0, 1, 2, . . . ,

(9)

where 𝑓
0
(𝑥, 𝑡) = ∑

𝑛−1

𝑘=0
((𝜕
𝑘

𝑓(𝑥, 0
+

))/𝜕𝑡
𝑘

)(𝑡
𝑘

/𝑘!).
In (9), (𝑡 − 𝜉)

𝑛−1

/(𝑛 − 1)! is Lagrange multiplier of He’s
variational iterationmethod, denoted by 𝜆, if 𝑛 is an odd inte-
ger, and (9) can be written in standard variational iteration
algorithm II [3]

𝑓
𝑗+1

(𝑥, 𝑡) = 𝑓
0
(𝑥, 𝑡) + ∫

𝑡

0

𝜆 (𝑅𝑓
𝑗
+ 𝑁𝑓
𝑗
+ 𝑔) 𝑑𝜉,

𝑓
0
(𝑥, 𝑡) =

𝑛−1

∑

𝑘=0

𝜕
𝑘

𝑓 (𝑥, 0
+

)

𝜕𝑡
𝑘

𝑡
𝑘

𝑘!

, 𝜆 =

(𝑡 − 𝜉)
𝑛−1

(𝑛 − 1)!

.

(10)

Equation (10) is exactly the same as the standard He’s varia-
tional iteration algorithm II [3]. Here is a point to be noted,
if we change our initial guess by adding source term in it, the
resulting formulation will give the results obtained by well-
known Adomian decomposition method by decomposing
the nonlinear term in (10). Consider

𝑓
𝑗+1

(𝑥, 𝑡) = ∫

𝑡

0

𝜆 (𝑅𝑓
𝑗
+ 𝑁𝑓
𝑗
) 𝑑𝜉,

𝑓
0
(𝑥, 𝑡) = 𝐻 (𝑥, 𝑡) , 𝜆 =

(𝑡 − 𝜉)
𝑛−1

(𝑛 − 1)!

,

𝐻 (𝑥, 𝑡) =

𝑛−1

∑

𝑘=0

𝜕𝑓 (𝑥, 0
+

)

𝜕𝑡
𝑘

𝑡
𝑘

𝑘!

+ ∫

𝑡

0

𝜆𝑔 (𝑥, 𝜉) 𝑑𝜉.

(11)

Equation (11) is an alternative approach of Adomian decom-
position method, where 𝐻(𝑥, 𝑡) is a term which arises from
prescribed initial condition and source term. Furthermore, if
we decompose the term𝐻(𝑥, 𝑡) in (11) and write the resulting
equation in the form

𝑓
1
(𝑥, 𝑡) = 𝐻

1
(𝑥, 𝑡) + ∫

𝑡

0

𝜆 (𝑅𝑓
0
+ 𝑁𝑓
0
) 𝑑𝜉,

𝐻 (𝑥, 𝑡) =

𝑛−1

∑

𝑘=0

𝜕𝑓 (𝑥, 0
+

)

𝜕𝑡
𝑘

𝑡
𝑘

𝑘!

+ ∫

𝑡

0

𝜆𝑔 (𝑥, 𝜉) 𝑑𝜉,

𝐻 (𝑥, 𝑡) = 𝐻
0
(𝑥, 𝑡) + 𝐻

1
(𝑥, 𝑡) , 𝜆 =

(𝑡 − 𝜉)
𝑛−1

(𝑛 − 1)!

,

𝑓
0
(𝑥, 𝑡) = 𝐻

0
(𝑥, 𝑡) ,

(12)

𝑓
𝑗+1

(𝑥, 𝑡) = ∫

𝑡

0

𝜆 (𝑅𝑓
𝑗
+ 𝑁𝑓
𝑗
) 𝑑𝜉, 𝑗 ≥ 1, (13)

equation (12) is an alternative form of modified Adomian
decomposition method.
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3. Illustrative Examples

In order to illustrate the solution procedure, we consider the
following examples for ordinary and partial differential equa-
tions.

Example 1. Consider the Blasius equation

𝑢


(𝑥) +

1

2

𝑢 (𝑥) 𝑢


(𝑥) = 0, (14)

subject to the boundary conditions

𝑢 (0) = 0, 𝑢


(0) = 1, 𝑢


→ 0, 𝑥 → ∞. (15)

To solve the above given problem, we consider an extra initial
condition; that is, 𝑢(0) = 𝛼. In order to solve (14) with this
extra initial condition, we follow the formulation given in
(10). Consider

𝑢
𝑗+1

(𝑥) = 𝑢
0
(𝑥) − ∫

𝑥

0

𝜆

2

(𝑢
𝑗
(𝜉) 𝑢


𝑗
(𝜉)) 𝑑𝜉,

𝑢
0
(𝑥) = 𝑢 (0) + 𝑥𝑢



(0) +

𝑥
2

2!

𝑢


(𝑥) = 𝑥 +

𝑥
2

𝛼

2!

,

(16)

𝜆 =

(𝑥 − 𝜉)
2

2!

. (17)

By using (16), we obtain the following successive approxima-
tions:

𝑢
1
(𝑥) = 𝑥 +

𝛼𝑥
2

2

−

𝛼𝑥
4

48

−

𝛼
2

𝑥
5

240

,

𝑢
2
(𝑥) = 𝑥 +

𝛼𝑥
2

2

−

𝛼𝑥
4

48

−

𝛼
2

𝑥
5

240

+

𝛼𝑥
6

960

+

11𝛼
2

𝑥
7

20160

+

11𝛼
3

𝑥
8

161280

−

𝛼
2

𝑥
9

193536

−

𝛼
3

𝑥
10

518400

−

𝛼
4

𝑥
11

5702400

,

...

(18)

Equation (18) is the exactly the same as obtained by using
classical VIM in [20] and one can find the value of 𝛼 by using
Padé approximant [21].

Example 2. Consider the nonhomogeneous wave equation

𝜕
2

𝑢 (𝑥, 𝑡)

𝜕𝑡
2

=

𝜕
2

𝑢 (𝑥, 𝑡)

𝜕𝑥
2

+ 𝜂 (𝑥, 𝑡) , (19)

where 𝜂(𝑥, 𝑡) = 2𝑒
−𝜋𝑡 sin𝜋𝑥, subject to the initial conditions

𝑢 (𝑥, 0) = sin𝜋𝑥, 𝑢
𝑡
(𝑥, 0) = −𝜋 sin𝜋𝑥, (20)

whose exact solution is

𝑢 (𝑥, 𝑡) = 𝑒
−𝜋𝑡 sin𝜋𝑥. (21)

To solve (19), we follow the formulation, given in (11).
Consider

𝑢
𝑗+1

(𝑥, 𝑡) = ∫

𝑡

0

𝜆(

𝜕
2

𝑢
𝑗

𝜕𝑥
2
)𝑑𝜉,

𝑢
0
(𝑥, 𝑡) = 𝐻 (𝑥, 𝑡) , 𝜆 = (𝑡 − 𝜉) ,

𝐻 (𝑥, 𝑡) = sin𝜋𝑥 − 𝑡𝜋 sin𝜋𝑥

+ ∫

𝑡

0

(𝑡 − 𝜉) (2𝜋
2

𝑒
−𝜋𝜉 sin𝜋𝑥) 𝑑𝜉,

𝑢
0
(𝑥, 𝑡) = 𝐻 (𝑥, 𝑡) = − sin𝜋𝑥 + 𝑡𝜋 sin𝜋𝑥

+ 2𝑒
−𝜋𝑡 sin𝜋𝑥

𝑢
𝑗+1

(𝑥, 𝑡) = ∫

𝑡

0

(𝑡 − 𝜉)(

𝜕
2

𝑢
𝑗

𝜕𝑥
2
)𝑑𝜉,

𝑢
1
(𝑥, 𝑡) = (2 − 2𝜋𝑡 +

𝜋
2

𝑡
2

2!

−

𝜋
3

𝑡
3

3!

) sin𝜋𝑥 − 2𝑒
−𝜋𝑡 sin𝜋𝑥,

𝑢
2
(𝑥, 𝑡) = (−2 + 2𝜋𝑡 − 𝜋

2

𝑡
2

+

𝜋
3

𝑡
3

3

−

𝜋
4

𝑡
4

4!

+

𝜋
5

𝑡
5

5!

) sin𝜋𝑥

− 2𝑒
−𝜋𝑡 sin𝜋𝑥,

𝑢
3
(𝑥, 𝑡) = (2 − 2𝜋𝑡 + 𝜋

2

𝑡
2

−

𝜋
3

𝑡
3

3

+

𝜋
4

𝑡
4

3 (4)

−

𝜋
5

𝑡
5

3 (4) (5)

+

𝜋
6

𝑡
6

6!

−

𝜋
7

𝑡
7

7!

) sin𝜋𝑥

− 2𝑒
−𝜋𝑡 sin𝜋𝑥,

...
(22)

Upon summing these iterations, we observe that

𝑢 (𝑥, 𝑡) = (1 − 𝜋𝑡 +

𝜋
2

𝑡
2

2!

−

𝜋
3

𝑡
3

3!

+

𝜋
4

𝑡
4

4!

−

𝜋
5

𝑡
5

5!

+

𝜋
6

𝑡
6

6!

−

𝜋
7

𝑡
7

7!

+ ⋅ ⋅ ⋅ ) sin𝜋𝑥 ≈ 𝑒
−𝜋𝑡 sin𝜋𝑥.

(23)

Solution (23) is exactly the same as obtained by using ADM
in [22].

4. Conclusion

This paper helps us to gain insight into the idea of Adomian
decomposition method and variational iteration method. By
keeping in view both methods, we propose more simplified
forms to calculate Lagrange multipliers. By introducing
this Lagrange multiplier in ADM and VIM following the
observations that have been made,
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(i) there is no need to do integration process again and
again like we do in Adomian decomposition method
and one can get the same results of Adomianmethod.

(ii) It is easy to calculate the Lagrange multiplier of He’s
variational iteration method.

(iii) This new approach avoids the unnecessary calcula-
tions like we did in He’s variational iteration method
and Adomian decomposition method.

(iv) This study shows that VIM is another formof express-
ing ADM and vice versa.

So we can say that the present method is parallel form of
ADM and can give good results of VIM with less effort.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Authors’ Contribution

The authors have made the same contribution. All authors
read and approved the final paper.

Acknowledgments

The authors are grateful to the reviewers for their comments
and useful suggestions and the third author was supported
by Project no. FEKT-S-14-2200 of Faculty of Electrical Engi-
neering andCommunication, BrnoUniversity of Technology,
Czech Republic.

References

[1] J. Kevorkian and J. D. Cole,Multiple Scale and Singular Pertur-
bation Methods, Springer, New York, NY, USA, 1996.

[2] J.-H. He, “Variational iteration method—a kind of non-linear
analytical technique: some examples,” International Journal of
Non-Linear Mechanics, vol. 34, no. 4, pp. 699–708, 1999.

[3] J. H. He, G. C. Wu, and F. Austin, “The variational iteration
method which should be followed,”Nonlinear Science Letters A,
vol. 1, no. 1, pp. 1–30, 2009.

[4] N. Faraz, Y. Khan, and F. Austin, “An alternative approach to
differential-difference equations using the variational iteration
method,” Zeitschrift fur Naturforschung A, vol. 65, no. 12, pp.
1055–1059, 2010.

[5] Y. Khan, “An effective modification of the laplace decomposi-
tion method for nonlinear equations,” International Journal of
Nonlinear Sciences and Numerical Simulation, vol. 10, no. 11-12,
pp. 1373–1376, 2009.

[6] Y. Khan and N. Faraz, “Application of modified Laplace decom-
position method for solving boundary layer equation,” Journal
of King Saud University, vol. 23, no. 1, pp. 115–119, 2011.

[7] Y. Khan and F. Austin, “Application of the laplace decompo-
sition Method to Nonlinear Homogeneous and Non-Homog-
enous Advection Equations,” Zeitschrift fur Naturforschung A,
vol. 65, no. 10, pp. 849–853, 2010.

[8] Y. Khan and H. Latifizadeh, “Application of new optimal
homotopy perturbation method and Adomian decomposition
methods to MHD non-Newtonian fluid flow over a stretching
sheet,” International Journal of Numerical Methods for Heat and
Fluid Flow, vol. 24, pp. 124–136, 2014.

[9] C. Chun, H. Jafari, and Y.-I. Kim, “Numerical method for the
wave and nonlinear diffusion equations with the homotopy
perturbation method,” Computers and Mathematics with Appli-
cations, vol. 57, no. 7, pp. 1226–1231, 2009.

[10] Y. Khan, Q. Wu, N. Faraz, and A. Yildirim, “The effects of
variable viscosity and thermal conductivity on a thin film flow
over a shrinking/stretching sheet,” Computers and Mathematics
with Applications, vol. 61, no. 11, pp. 3391–3399, 2011.

[11] Y. Khan and Q. Wu, “Homotopy perturbation transform meth-
od for nonlinear equations using He’s polynomials,” Computers
andMathematics with Applications, vol. 61, no. 8, pp. 1963–1967,
2011.

[12] G. Adomian, Solving Frontier Problems of Physics: The Decom-
position Method, Kluwer Academic Publishers, Boston, Mass,
USA, 1994.

[13] R. Rach, “On the Adomian (decomposition) method and
comparisons with Picard’s method,” Journal of Mathematical
Analysis and Applications, vol. 128, no. 2, pp. 480–483, 1987.

[14] A.-M.Wazwaz, “The decompositionmethod applied to systems
of partial differential equations and to the reaction-diffusion
Brusselatormodel,”AppliedMathematics and Computation, vol.
110, no. 2-3, pp. 251–264, 2000.

[15] H. Jafari andV.Daftar-Geijji, “RevisedAdomian decomposition
method for solving a system of nonlinear equations,” Applied
Mathematics and Computation, vol. 189, pp. 541–548, 2007.

[16] R. C. Rach, “A new definition of the Adomian polynomials,”
Kybernetes, vol. 37, no. 7, pp. 910–955, 2008.

[17] M. Inokuti, H. Sekine, and T. Mura, “General use of the
Lagrange multiplier in nonlinear mathematical physics,” in
Variational Method in theMechanics of Solids, S. Nemat-Naseer,
Ed., pp. 156–162, Pergamon Press, New York, NY, USA, 1978.

[18] L. Xu, J.-H. He, and A.-M. Wazwaz, “Variational iteration
method-Reality, potential, and challenges,” Journal of Compu-
tational and Applied Mathematics, vol. 207, no. 1, pp. 1–2, 2007.

[19] J.-H. He, “Variational iteration method-Some recent results
and new interpretations,” Journal of Computational and Applied
Mathematics, vol. 207, no. 1, pp. 3–17, 2007.

[20] A.-M. Wazwaz, “The variational iteration method for solving
linear and nonlinear systems of PDEs,” Computers and Mathe-
matics with Applications, vol. 54, no. 7-8, pp. 895–902, 2007.

[21] A.-M. Wazwaz, “The variational iteration method for solving
two forms of Blasius equation on a half-infinite domain,”
Applied Mathematics and Computation, vol. 188, no. 1, pp. 485–
491, 2007.

[22] M. El-Gamel, “Comparison of the solutions obtained by
Adomian decomposition and wavelet-Galerkin methods of
boundary-value problems,” Applied Mathematics and Compu-
tation, vol. 186, no. 1, pp. 652–664, 2007.

[23] H. Jafari, H. Tajadodi, and D. Baleanu, “A modified variational
iterationmethod for solving fractional Riccati differential equa-
tion by Adomian polynomials,” Fractional Calculus and Applied
Analysis, vol. 16, pp. 109–122, 2013.



Submit your manuscripts at
http://www.hindawi.com

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Problems 
in Engineering

Hindawi Publishing Corporation
http://www.hindawi.com

Differential Equations
International Journal of

Volume 2014

Applied Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Probability and Statistics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Physics
Advances in

Complex Analysis
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Optimization
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Combinatorics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Operations Research
Advances in

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Function Spaces

Abstract and 
Applied Analysis
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International 
Journal of 
Mathematics and 
Mathematical 
Sciences

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Algebra

Discrete Dynamics in 
Nature and Society

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Decision Sciences
Advances in

Discrete Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com

Volume 2014 Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Stochastic Analysis
International Journal of


