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Abstract

Visual Question Answering (VQA) is a system where an image and a question are used as
input and the output is an answer. Despite many research advances, unlike image caption-
ing, VQA is rarely used in practice. This work aims to narrow the gap between research and
practice. To examine the possibility of using VQA by blind and visually impaired people,
this thesis proposes a demonstrative VQA application and then, a smartphone application.
The study with 20 participants from the community was conducted. Firstly, the partici-
pants received an application for two weeks. Then, each of them was asked to fill out the
questionnaire. 80% of respondents rated the accuracy of VQA application as sufficient or
better and most of them would appreciate it if their image captioning application also sup-
ported VQA. Following this discovery, this work tries to establish the link between image
captioning and VQA. In particular, the work studies the informativeness provided by both
systems in different scenarios. It collects a novel dataset of 111 images with manually anno-
tated captions and diverse scenes. An experiment comparing obtained knowledge showed
a success rate of 69.9% and 46.2% for VQA and image captioning, respectively. In another
experiment 70.9% of the time, participants were able to select the correct caption based on
VQA. The results suggest that VQA outperforms image captioning regarding image details,
therefore should be used in practice more often.

Abstrakt

Visual Question Answering (VQA) je systém, kde je vstupem obrézek s otdzkou a vystu-
pem je odpovéd. Navzdory mnoha pokrokim ve vyzkumu se VQA, na rozdil od pocitacove
generovanych popisti obrazki, v praxi pouziva jen ziidka. Cilem této prace je zGzit mezeru
mezi vyzkumem a praxi. Z tohoto divodu byla kontaktovina komunita zrakoveé postizenych
a byla jim nabidnuta demonstrativni aplikace VQA a néasledné byla vytvorena mobilni ap-
likace. Byla provedena studie s 20 tcastniky z komunity. Nejprve ticastnici zkouseli demon-
strativni aplikaci po dobu dvou tydnu a nésledné byli pozddani o vyplnéni dotazniku. 80 %
respondentu hodnotilo presnost aplikace VQA jako dostateénou nebo lepsi a vétsina z nich
by ocenila, kdyby jejich aplikace pro generovani popisu podporovala také VQA. Po tomto
zjisténi prace porovnd ziskané znalosti z VQA se znalostmi z popist v riznych scénaiich.
Byla vytvorena datova sada 111 obrazku riznorodych scén s ruéné anotovanymi popisky.
Experiment porovnavajici ziskané znalosti ukazal tspésnost 69,9 % pro VQA a 46,2 % pro
popisy obrazku. V dalsim experimentu v 70,9 % p¥ipadu dc¢astnici vybrali spravny popis za
pomoci VQA. Vysledky naznacuji, Zze pomoci VQA je mozné zjistit vice znalosti o detailech
obrazkl nez je to v pripadé generovanych popisu.
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Rozsireny abstrakt

Néplni této price je Visual Question Answering (VQA) neboli systém pro odpovidani na
otazky s vyuzitim obrazu. Tento systém je tvoren kombinaci pocitacového vidéni a zpra-
covani prirozeného jazyka. Vstupem do systému je libovolny obrizek a otdzka k tomuto
obrazku a vystupem je odpovéd na danou otazku v prirozeném jazyce. Kazdy rok dochézi k
mnohym pokroktiim ve vyzkumu VQA. Na druhou stranu, readlné vyuziti ve verejné dostup-
nych aplikacich neni témér zadné. Tato prace zkoumd mozné vyuziti VQA v zivotech nev-
idomych a jinak zrakové postizenych. Ukony jako napiiklad vybér oble¢eni nebo orientace
ve mésté jsou pro mnohé vidomé jedince bezproblémové. Pro nevidomé se ale mnohdy jedna
o nepredstavitelné obtiznosti. Na rozdil od VQA, systém pro generovani popisit obrazku
neboli image captioning (IC) je vyuzivin vyrazné castéji. Z 10 testovanych aplikaci ¢asto
vyuzivanych slepymi jich 6 poskytovalo IC ale zddna z nich neposkytovala VQA. Kromé
zaméreni na nevidomé se tato prace snazi porovnat VQA a IC a zjistit, pro¢ se VQA v
praxi vyuziva podstatné méné casto.

Prvni kapitola se zabyva vysvétlenim zakladnich principt, nutnych k pochopeni fun-
govani celku. Jedné se nejprve o zpracovani prirozeného jazyka, ddle pak rekurentni neu-
ronové sité a zakladni koncepty pocitacového vidéni. Nasleduje popis zplisobu, jakym
nevidomi vyuzivaji technologie. Prestoze existuji specidlni zatizeni jako naptiklad Braillovy
displeje, vétsina nevidomych jej nevyuziva z divodi, Ze si je nemohou finan¢né dovolit, nebo
protoze neovladaji Braillovo pismo. Tito lidé jsou tedy pri konzumaci informaci u pocitace
nebo chytrého telefonu odkézani na ¢tecku obrazovky, pripadné klavesnici nebo dotykovou
obrazovku. V pripadé telefonu casto vyuzivaji aplikace pro popis obrazkid. Posledni ¢ast
této kapitoly se zabyva statistickou mirou Fleissova kappa, slouzici pro vypocet shody mezi
vice hodnotiteli.

Dalsi kapitola se jiz vénuje konkrétné pristupim a problémim VQA. Nejprve jsou pop-
poslednich let, jenz dosahuji nejlepsich vysledku.

Nasledujici kapitola se jiz zabyva moznym vyuzitim pro VQA zejména tedy pouziti
nevidomymi a zkouméanim, zda by pro né bylo VQA uziteéné. Nejprve jsou porovnany
mobilni aplikace, jez jsou nejéastéji vyuzivany slepymi. Pro ovéfeni, zda by VQA mohlo
nevidomym nebo jinak zrakové postizenym lidem pomoci byla vytvorena demonstrac¢ni ap-
likace. Tuto aplikaci lidé vyzkouseli a nasledné mohli vyplnit dotaznik. Dotazovani byli
ruzného zrakového postizeni a vice nez polovina z nich je starsich 40 let. VétSina re-
spondentii by ocenila, kdyby jejich aplikace pro popis obrazki umoznovala také moznost
odpovédét na otazky z obrazu, tedy VQA. Nejcastéjsi mozné vyuziti dle tazanych je ori-
entace v prostoru (60%), rozpoznavani predmétu a jejich lokalizace (45%), vybér obleceni
(35%), ptripadné vafeni nebo online nakupovani. Celkové hodnoceni aplikace bylo kladné,
nicméné vysledky by mohly byt ovlivnény skutecnosti, ze pokud nékdo nebyl spokojen s
pouzivanim, nemusel dotaznik vyplnit viibec.

Dalsi kapitola se jiz zabyva srovnani VQA a IC. Za timto ucelem byla vytvorena da-
tova sada obsahujici 111 obrazkt. Ke kazdému obrazku byly ruéné vytvoreny 3 popisy
ruznymi lidmi a jedna otazka. Otazka byla vytvorena tak, aby jeji tviirce pred vytvorenim
nevidél popisy. Nejprve byly pouzity dvé rizné VQA metody, kdy byly jejich vstupem
obrazky a otazky z vlastni datové sady. Vysledky byly vyhodnoceny vlastni metrikou a pro
dalsi experimenty byla vybrana metoda, jenz dosahla vyssiho skore. Dale byl pro kazdy
obrazek vygenerovan popis systémem pro generovani popisti. Nasledujici experiment spoci-
val ve srovnéni ziskangch znalosti z popisu a z VQA. Utastnik obdrzel generovany, nebo
clovékem vytvoreny popis a otdzku. Jeho tkolem bylo odpovédét za predpokladu, Ze z



daného popisu je mozné zjistit informaci nutnou k zodpovézeni otazky. Tento proces byl
opakovan pro vSechny otazky. Ziskané vysledky byly nasledné porovnany s vysledky ziskané
VQA modelem pii jejimz vyhodnoceni. VQA model zde dosdhl presnosti 69,9%, zatimco
¢lovékem vytvorené popisy dosdhli 58,1% a generované popisy dokonce 46,2%. Na zakladé
téchto vysledki je mozné usoudit, ze VQA dokaze 1épe zachytit specifické detaily obrazku
v porovnani s IC. Cilem nasledujiciho experimentu bylo vyhodnotit, zda je pomoci VQA
mozné zjistit informace o obrazku, aniz by bylo mozné dany obrazek vidét. Ucastnik ob-
drzel 5 rtiznych popist, kdy pouze jeden z nich byl spravny a ostatni byly nadhodné vybrany
ze zbylych popisi v datové sadé. Ucastnik se mohl pomoci VQA zeptat na 1-3 otdzky a na
zakladé zjisténych informaci vybral jeden z popist. Tento experiment byl proveden tremi
ucastniky, ktefi v pruméru dosahli presnosti 70,81%. Tyto vysledky naznacuji, ze by VQA
mohlo byt vhodné pro nevidomé, jelikoz ve vétsiné pripadia dokaze pomoci nékolika otazek
zjistit obsah obrazku.

Vsechny experimenty v této praci byly vyhodnoceny na zdkladé vlastnich metrik. Pro
porovnavani popist by mohlo byt vyuzito napiiklad BLEU, nicméné tato metrika trpi
zdsadnimi nedostatky. Nebere v potaz smysl, stavbu véty, ani synonyma. V pripadé VQA
odpovédi by bylo mozné porovnat s nékolika moznymi spravnymi odpovédmi, avsak zde
nastava stejny problém v pripadé synonym. Pouzité metriky mohou ptisobit subjektivné,
nicméné pro datovou sadu této velikosti je uprednostnén lidsky tsudek.

Generované popisy jsou na obrazku schopné zachytit nékteré objekty, pripadné jejich
vztahy. Nicméné, tyto popisy maji problém zachytit specifické detaily. Tento problém by
mohla Tesit kombinace generovanych popisi a VQA, jenz se dokaze zamérit na konkrétni
detaily obrazku. Na druhou stranu tato kombinace zvysuje komplexitu. Popisy nevyzaduji
zéddny dalsi vstup mimo obrazek, zatimco pro VQA je nutné vytvorit otdzku. K ziskani
uzite¢nych znalosti je nutné tuto otazku spravné formulovat.
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Chapter 1

Introduction

Although human understanding of the image for machines is complex to understand, the
rapid increase in computing power makes it possible to create systems and problems that
were unthinkable not so many years ago. Visual Question Answering (VQA) is one of many
tasks, that took advantage of that. The VQA takes an image and an arbitrary textual
question about that image as input and its output is a generated answer. An example
could be an image of a parking lot with a question of how many available parking places
are there, or any other image and question such as Figure 1.1.

VQA —

Question:
Is the cycling allowed here?

Figure 1.1: An example where the VQA system determines the answer to a question based
on an image.

The aim of this thesis is to narrow the gap between research and practice. Most of
the time, it does not take more than a few months for a VQA method to surpass the
previously best-performing method. VQA, its methods and datasets are studied for many
years [2, 57, 63, 30], yet there is a lack of publicly available applications.



This work founds that in practice, there is a common belief that image captioning
(IC) — a closely related task of generating a description for an image scene — provides
enough information to understand the image contents. But does it? To answer this question
I turn towards the community which is in research papers often targeted as an example of
user-base that could benefit from VQA and IC. Of the 10 mobile application from Google
Play (Android) and App Store (i0S) with more than 50K downloads, it was found that 6
of them provide IC but none offer VQA.

This thesis tries to determine whether VQA could also benefit the blind and visually im-
paired (BVI) community in practice. First, a VQA demonstrative application was created,
then used by BVI. The knowledge was gathered using a questionnaire, and a smartphone
application was created. Then, a novel dataset of images, captions and questions was man-
ually collected. Next, another set of captions was generated by using an image captioning
model. Followed by experiments with VQA and a novel dataset were performed. These ex-
periments were manually evaluated, and results were discussed. The first tries to determine
if image captioning could be as informative as VQA. An experiment was designed where
participants had to answer questions based purely on image captions. The same questions,
this time with images were fed to VQA and then the results were compared. The aim of
the second experiment was to find out, how well can user obtain knowledge about image
with VQA without seeing the actual image.

In Chapter 2 are presented key concepts needed to understand the inner workings of
VQA. Natural language processing (NLP) combines linguistics, computer science and ma-
chine learning. Recurrent neural network or a modification such as Long short term memory
are the essential elements of deep learning. Transformer and BERT are more advanced deep
learning models used for the NLP. Since VQA combines image and text processing it inter-
venes with areas of NLP, and also Computer vision. The next section covers technologies
used by BVI and the last section explains a statistical measure used later in experiments.
Following Chapter 3 describes VQA and its problem perspectives, the most important
datasets with their evaluations and also the state-of-the-art methods of recent years. The
next Chapter 4 examines the possible use case of VQA for the BVI community. At first,
similar applications are studied, then a demonstrative application is created. BVI people
try the application and afterwards a questionnaire is used to determine if VQA could be
helpful and then, a smartphone application is created. Chapter 5 consists of a collection of
the novel dataset, which is used for experiments about VQA and IC. Then, these experi-
ments are presented and the results are discussed in the last section. Finally, the work and
its observations are summarized in Chapter 6.



Chapter 2

Prerequisite Concepts

To understand the rest of this thesis, it is necessary to cover few key concepts. The first
of all is covered the Natural Language Processing (Section 2.1). Follows an introduction to
Recurrent Neural Network (Section 2.2), Transformers and BERT. Another section covers
Computer Vision (Section 2.3), its history and object detection based on Convolutional
Neural Networks. Next is explained, how do blind people use technologies (Section 2.4).
Finally is covered statistical measure Fleiss” Kappa (Section 2.5).

2.1 Natural Language Processing

Natural language processing (NLP) refers to the automatic computational processing of
human languages. This encapsulates algorithms that take human-produced text as input
and those, that produce natural-looking text as output. NLP techniques were dominated by
linear modelling approaches to supervised learning, trained over very high dimensional yet
very sparse feature vectors, for more than a decade. This paradigm began to shift around
2013 with word2vec [43] when neural network models over dense inputs began to gain suc-
cess. Human language is immensely variable and ambiguous and also ever-changing and
evolving. Although humans are capable of understanding and producing data in language,
for computers, it is rather challenging. Machine learning methods shine at problems, where
even though a good set of rules is hard to establish if the expected output for a given input
is simple enough. Language is symbolic, discrete, and compositional. The basic compo-
nents of language are morphemes. These characters are composed into words, and words
form phrases and sentences. The meaning of a word can differ if it is used on its own, are
in a phrase. Thus, to be able to interpret the text, it is necessary to understand characters
and words and also sentences and even larger spans of text [15].

Deep Learning in NLP

The scientific discipline studies understanding of written and spoken language from a com-
putational perspective. To be able to perform any linguistic task, the machines are required
to comprehend the structure of a language. In recent years huge leap forward in this area
was done by many researchers [6, 23, 49], which finally focused on language as a whole,
rather than just optimizing for a specific task. The language can be broken down into
multiple areas such as, morphology, language modelling, semantics and parsing [15].



Morphology studies the words and how are they made. It considers not only the roots
of words, prefixes, and suffixes but also compounds, plurality, gender and others. Language
modelling establishes what are the interactions from word to word and which should follow
which. The area of semantics studies the meaning of individual words, what are their
relations to each other and the context, they appear. Finally, the parsing examines which
words modify others and the overall structure of a sentence [46]. A crucial component of
neural networks for language is the embedding layer. It provides the interface for mapping
words or other discrete symbols to continuous vectors in a low dimensional space. Upon
these vectors can be performed mathematical operations. Distance between specific vectors
can represent relations between corresponding words. The representation of words is learned
during the learning process [15].

2.2 Recurrent Neural Network

In a feedforward network, information is transferred in only one direction from input to
output, one layer at a time. In Recurrent Neural Network (RNN) the output of a layer is
added to the next input and fed back into the same layer . Unlike feedforward networks,
RNN can receive as input a sequence of values and can also produce a sequence of values
as output. Typically, RNN is difficult to train. Due to backpropagation, there is a prob-
lem of exploding and vanishing gradient [48], a cause of significant decay of information
through time. There are many approaches to deal with this issue, such as using gradient
clipping [71], skip connections® or rectified linear activation function®.

Long Short Term Memory

Long Short Term Memory [22] (LSTM) adresses the problem of vanishing gradient by

introducing the long-term memory called the cell state denoted by C; and represented by

a horizontal line in Figure 2.1. LSTM does have the ability to remove or add information to

the cell state, carefully regulated by structures called gates. The input vector [h;—_1, 2]

is an input to LSTM at time step ¢. The output vector at time step ¢ is denoted as hy.
[T

Concatenation in equations is represented as “,” symbol and “o” stands for Hadamard
product. This subsection is inspired by Understanding LSTM Networks [45].

& ® ®

. G
f [TEAL »

&) ® &)

Figure 2.1: Long Short Term Memory cells (Source [45]).

https://theaisummer.com/skip-connections/
’https://en.wikipedia.org/wiki/Rectifier_(neural_networks)



Each unit contains hidden state, three gates and a cell state. Gate layers use the
sigmoid activation (Figure 2.2) since it outputs a value between 0 and 1, it can either let
no flow or complete flow of information throughout the gates.

Ve
o(x)
tanh(x)
Figure 2.2: Sigmoid and Tanh activation functions ( o(z) = H%’ tanh(z) = 224:75:2 ).

The first layer (Equation 2.1) Forget gate combines information from the previous
hidden state and the current input. Based on the output of the sigmoid function, the
values closer to 0 are forgot and closer to 1 are kept.

fo=o(Wylhi—1,z] + by) (2.1)

The next layer, Input gate consists of two parts. A hyperbolic tangent is used to
regulate the network by ensuring that the values stay between -1 and 1. The sigmoid layer
decides what new information should be stored. These values are multiplied and then added
to the Hadamard product of the forget gate and previous cell state.

it = O'(W/Z‘[ht_l, .’L't] + bz) (22)
Cy = tanh(Welhe_1, 2] + be) (2.3)
Ct = ft o) Ct_l + it o ét (24)

The last layer, the Output gate besides returning cell state feeds the state to tanh
function. The result is then multiplied with a hidden state adjusted with sigmoid func-
tion. The output of these operations is the new hidden state.

Oy = U(Wo{ht_l, [L‘t] + bo) (25)
ht = o4 o tanh(C}) (2.6)

One of the popular modifications of LSTM is the Gated Recurrent Unit [3]. The main
difference is using two gates rather than three. The hidden state is merged with the
cell state and the forget gate and input gate are combined into the update gate.
The GRU requires fewer training parameters, uses less memory, therefore, the training is
more efficient. Mostly both architectures yield comparable performance and tuning hyper-
parameters could be more beneficial than choosing architecture. Research [4] has shown no
concrete conclusion on which of the two gating units is better.



2.2.1 Transformer

Recurrent models use previous states as input for computation of the current state, which
means that computation is sequential. This becomes an issue for longer sequences, as
it requires extensive memory usage, which is an even bigger issue for Transformer. This
section is inspired by [59]. The Transformer is the model, that uses a self-attention mech-
anism, which allows relating different positions of the input sequence to compute its rep-
resentations. The Transformer is based on encoder-decoder architecture [58] combining
self-attention with fully connected layers.

Model Architecture

The architecture proposed in the original paper (Figure 2.3) is made of N = 6 identical
layers of encoders on the left and decoders on the right side of the figure. The input
and output embedding is added to the positional encoding to determine a position in
the sequence as the self-attention is position invariant, and then fed into the encoder,

decoder respectively. The encoder maps a sequence of symbol representations (x1,...,x,)
to a continuous sequence z = (z1,...,2,). Based on z the decoder generates at each time
step one symbol from a sequence of output symbols (y1,. .., Ym).
Output
Probabilities
Feed
Forward
T J
/—H I Add & Norm |<ﬁ
@) Multi-Head
Feed Attention
Forward g B Nx
Nix | | Add & Norm :
Add & Norm e
Multi-Head Multi-Head
Attention Attention
e R )  YERE S )
| Sy ) \ — )
Positional o) @ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Qutputs
(shifted right)

Figure 2.3: The architecture of Transformer with N layers of encoder on the left and decoder
on the right (Source [59]).

The encoder consists of two sub-layers, each with its own residual connection [20] to
counteract the problem of exploding and vanishing gradient, both followed by layer normal-
ization [66]. Residual connections allow gradients to flow through a network directly rather
than passing through a non-linear activation function. The first is multi-head self-attention
and the second fully connected feedforward network. In addition to encoder layers, the



decoder contains one more layer, the masked multi-head attention. By modifying the self-
attention in combination with offsetting the output embeddings by one position is prevented
from attending subsequent positions. The reason is to prevent leftward information flow in
the decoder to preserve the auto-regressive property.

Self-Attention

Self-attention relates different positions of a single sequence to compute a representation
of the sequence. It enables to find correlations between different tokens of the input.
The embedding for each word is used to create query @), key K and value V matrices.
This is achieved by multiplying an embedding matrix X with weight matrices Wg,Wi
and Wy € R¥moder X4k wwhere doge is the output vector size. Key and query matrices
share dimensions di. A softmax function is applied to get the final attention weights as
a probability distribution. The attention is computed using Equation 2.7.

. QK"

Attention(Q, K, V') = softmax( N

The comparison of different layer types is in Table 2.1. The idea of self-attention is

expanded into multi-head attention. This way the model is able to better capture positional

information. The output vector size is divided by the number of heads. In original paper

authors use d;oqe; = 512 with A = 8 heads. The heads are concatenated and transformed
using a square weight matrix WO € Rk *dmodet (Equation 2.8).

W (2.7)

MultiHead(Q, K, V') = Concat(heady, ... ,headh)WO

2.8
where head; = Attention(QWiQ, KWE vwvY) (28)

Position-wise Feedforward Networks

Each of the encoder and decoder contains a fully connected feedforward neural network
composed of two linear transformations and a ReLU activation (defined as max(0, z)).

FFN(x) = max(0, Wiz + b1)Wa + by (2.9)
Layer Type Complexity per Layer Sequential Maximum Path Length
Operations
Self-Attention O(n? - d) O(1) 0O(1)
Recurrent O(n - d?) O(n) O(n)
Convolutional O(k -n-d?) 0(1) O(logg(n))
Self-Attention (restricted) O(r-n-d) 0(1) O(n/r)

Table 2.1: Comparison of per-layer computational complexity, minimum number of sequen-
tial operations and maximum path lengths across time between any two positions in the
network for different types of layers. n is the sequence length, d is the dimension, k is the
kernel size of convolutions and r is the size of the neighborhood (Source [59]).



2.2.2 BERT

Bidirectional Encoder Representations from Transformers [6] (BERT) is a machine learning
technique for natural language processing. Architecture is a multi-layer bidirectional Trans-
former encoder based on [59]. Directional models process input sequentially. BERT on the
other hand handles the entire input sequence at once, thus it is able to learn the context
of a word based on all of its surroundings. The training consists of two phases. First, the
model is pre-trained to learn the language structure and in the second phase fine-tuned?
for a specific task. Training is visualised in Figure 2.4. In the original paper were reported
two types of architecture. The first BERTp sk is made of 12 layers, hidden size of 768, 12
self-attention heads and 110M total parameters. on the other hand, there is BERT ArcE
with 24 layers, 1024 hidden size, 16 self-attention heads and 340M total parameters.

NSP Mask LM Mask LM /@ M“D Start/End Spam
P S 2

BERT BERT

Masked Sentence A - Masked Sentence B Question ~ Paragraph
Unlabeled Sentence A and B Pair Question Answer Pair

Pre-training Fine-Tuning

Figure 2.4: Visualization of two phases of training BERT model. On the left is learning
of language structure and on the right is fine-tuning for various tasks. [CLS] is a special
symbol added at the start of each input and [SEP] is a separator token (Source [6]).

Pre-training BERT

The BERT is trained simultaneously on two unsupervised tasks, Masked Language Model-
ing (MLM) and Next Sentence Prediction (NSP). A combination of those two allows BERT
to get decent knowledge of language structure. For the MLM BERT takes as input sen-
tences with randomly masked 15% of all tokens, and the model tries to predict the masked
words. The chosen tokens are not always masked. Since masked tokens do not appear dur-
ing fine-tuning, chosen token is masked 80% of the time, replaced with random token 10% of
the time and is not changed 10% of the time. It helps BERT understand the bi-directional
context within a sentence. In the case of NSP, the BERT takes as input two sentences and
it determines if the second sentence actually follows the first. Implementation is that in
50% of cases B is the actual next sentence that follows A and in 50% of cases it is a random
sentence from corpus [6].

3Fine-tuning is a process after training of adjusting parameters to achieve the best possible results
executed on a small set of data.



Different BERT variants such as ALBERT [34] replace NSP with a different task, such
as Sentence Order Prediction (SOP). The authors of ALBERT claim that NSP conflates
topic prediction and coherence prediction. Although NSP learns whether the two sentences
belong to the same topic, determining if the sentences are grammatically coherent is a much
harder task. The SOP allows the model to learn finer-grained distinctions about the coher-
ence properties. For positive examples, the SOP loss uses two consecutive segments from
the same document the same way as BERT. on the other hand, negative examples are used
in the same consecutive segments with their order being swapped.

Input Embedding

The input is a concatenation of two sentences with randomly chosen tokens being masked.
BERT uses a WordPiece [64] vocabulary with a fixed size of roughly 30K tokens. A word
that does not occur in a vocabulary is split into smaller and subwords and characters to
create a token. A sequence is constructed from a pair of sentences separated with a token
[SEP]. The first token for each sequence is a classification token [CLS]. The input embedding
is denoted as E, the final hidden vector of the [CLS] token as C' € R and the final hidden
vector for the i*! input token as 7; € R¥. An initial embedding is constructed as a sum
of three vectors (Figure 2.5) and then fed as input to BERT. In the training, the segment
embedding represents segment number encoded into a vector. The position embedding is
a position within the sentence encoded as a vector.

oo (i) (o) ) () () () () () () () ()

Token

Embeddings E[CLS] Emy Edog Eis Ecute E[SEP] Ehe Elikes Ep\ay Ew,mg E[SEP]
- + - + - -+ - +* -+ + +*

Segment

Embeddings EA EA EA EA EA EA EB EB EB EB EB
= + - + - +* - +* + + +*

Position

Embeddings Eo El E2 E3 E4 ES E6 E? ES E9 E10

Figure 2.5: BERT input token embeddings (Source [6]).

Fine-tuning BERT

In a fine-tuning example for question answering, the inputs are modified for a question
followed by a text passage containing an answer. The next step is to perform supervised
training using the QA dataset. It is only the output parameters that are learned from
scratch. The rest of the model parameters is fine-tuned and as a result, the training is fast,
and it can be done for various NLP tasks. What needs to be done is just replacing the
output layers and then training with a specific dataset.
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2.3 Computer Vision

Computer vision is the field of study focused on how computers perceive visual data such
as digital images and videos. This interdisciplinary field simulates and automates elements
of human vision systems using sensors, computers, and machine learning algorithms. This
section is inspired by [32].

History of Computer Vision

The research that preceded computer vision started more than 60 years ago. Authors of [24]
studied the cat brain, which is similar to the human brain from a visual processing point of
view. They found that visual processing begins with a simple structure of oriented edges,
and as information moves along the path of visual processing, the brain creates the com-
plexity of visual information until it can recognize a complex visual world.

More specific research followed after The Summer Vision Project (1966) [47], which was
an attempt of MIT to use summer workers effectively in the construction of a significant
part of a visual system. The book Vision (the 1970s) [42] explained how could be developed
computer vision algorithms would enable computers to recognize the visual world. Picto-
rial Structure (1973) [9] studied ways to reduce the complex structure of an object to a set
of simpler shapes and their geometric configurations. Normalized Cut (1997) [53] shows
grouping pixels into meaningful areas using graph theory algorithm constructing fundamen-
tals for image segmentation. The same year was released one of the main approaches to
computer vision still widely used today, the convolutional neural network [36]. Two years
later was published an important research considering image features [40] (Figure 2.6) and
in 2001 authors of [62] were able to build near real-time face detector.

Figure 2.6: “SIFT” & Object Recognition, David Lowe, 1999 (Source [32]).

The early 21st century brings significant differences to this field. With the development
of digital cameras and mobile phones, the quality and quantity of pictures is increasing.
Numerous data sets [21, 5, 39] containing millions of images were created, and with those
come benchmarks [7], making this field more competitive than ever before.
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Computer Vision Tasks

Apart from the visual question answering covered thoroughly in the next chapter, there
are still many other challenging tasks to solve. These encapsulate image classification,
face recognition, instance segmentation, semantic segmentation, image restoration, scene
reconstruction and many more. Object detection and image captioning are crucial for this
thesis.

2.3.1 Object detection

Whereas object localization is responsible for creating bounding boxes® for objects, image
classification involves assigning labels and probabilities to those objects. Object detection is
a combination of those previous two, thus creating bounding boxes and defining probabilities
of labels corresponding to those boxes.

Convolutional Neural Network

Convolutional Neural Network (CNN) is an alternative neural network most often used
for image processing. The CNN is a sequence of convolutional, activation and pooling
layers with the last layer being fully connected with SVM? or a softmax classifier. The
convolutional layer is based on two-dimensional mathematical convolution defined for a two-
dimensional image as Equation 2.10.

S(i,j) = I« K)(i,5) = > Y _I(m,n)K(i —m,j —n), (2.10)

where [ is an input image, K stands for convolutional filter, ¢ and j define location in
an image and m, n represent size of convolutional filter [16]. An example of convolution
is visualised in Figure 2.7 with two input channels and the same number of kernels. To
each kernel is often added a certain bias. The result is a sum of convolutions of individual
channels.

Input Kernel Input Kernel Output
11213
112
4 15|16 | =%
T 3|4
of1]2 < 71819 56 | 72
* 011 — + =
314|5 > | 3 T E 104|120
61718 011
314|5|=*
213
6|78

Figure 2.7: Two-dimensional convolution with kernel of size 2 x 2 (Source [70]).

A pooling layer is often inserted between convolutional layers. The reasons are to re-
duce the computational cost and the dimensions of the feature maps by combining several

4Bounding box is a rectangular box used to determine the location of a target object in the image.
Shttps://en.wikipedia.org/wiki/Support-vector_machine
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values into one. The Pooling layer decreases the size by using operation such as maximum
or average. The size of 3x3 is often used in practice because fields being too large would
result in losing too much information.

The fully connected layer is a feed-forward neural network used to classify the data
into various classes. The only difference between convolutional and fully connected layer is
that many neurons in the convolutional volume share parameters and are connected only
to a local region in the input [19].

The most common architectures are VGGNet (2014) [55] and ResNet (2015) [20]. VGG,
as proposed in the paper, contains simple architecture of 16 layers and throughout the whole
network is used convolution 3x3 and pooling 2x2. The model’s depth is limited because
of the vanishing and exploding gradient. These issues make deep convolution networks
difficult to train.

Residual Network was proposed to mitigate the issue of vanishing gradient. The idea
is to backpropagate through the identity function, by using vector addition. The shortcut
connections perform identity mapping, and their outputs are added to the outputs of the
stacked layers (Figure 2.8). Reset also features heavy use of batch normalization [26] and
is missing a fully connected layer at the output of the network.

X
Y
weight layer
F(x) Jrelu x
weight layer identity

Figure 2.8: Residual block with an identity function to preserve the gradient (Source [20]).

Faster R-CNN

Region-based convolutional neural networks (R-CNN) are a family of machine learning mod-
els for object detection. Faster R-CNN is a successor of R-CNN [13] and Fast R-CNN [12].
Faster R-CNN (2016) [51] is composed of a CNN followed by two trainable subnetworks.
The region proposal network (RPN) proposes a set of rectangular objects with a member-
ship score to a set of object classes/background. bounding boxes and the Fast R-CNN is
used as a detector network. These networks share convolutional layers (Figure 2.9), thus
accelerating the region proposal time from 2s to 10ms per image and also improving overall
performance.

The region proposals are generated by sliding a small network over a convolutional
feature map. The first step of RPN is the convolutional neural network with stride 16. This
means that two points 16 pixels apart in the input image corresponding to two consecutive
pixels in the output features. The RPN determines for every point of output whether
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Figure 2.9: The architecture of Faster R-CNN is a Fast R-CNN with added Region proposal
network (Source [70]).

an object is present at its corresponding location and estimate its size. The next step is
to place a set of anchors (Figure 2.10) for each location on the output feature map. An
anchor is located at the sliding window and is associated with a scale (3) and aspect ratio
(3), thus for each sliding position & = 9 anchors. Each sliding window is mapped to 256-
dimensional feature, which is fed into the fully connected box-regression layer (reg) and
a box-classification layer (cls).

| 2k scores | | 4k coordinates | « k anchor boxes

cls layer ‘ ’ reg layer .

| 256-d |
t intermediate layer

sliding window

conv feature map

Figure 2.10: Region proposal network with number k of maximum possible proposals for
each location. Scores represent estimate probability of object or not for each proposal
(Source [51]).

The output feature map consists of about 20k anchors per image. These anchors in-
dicate possible objects in various aspect ratios and sizes and are used for bounding box
proposals. In the last step are discarded highly overlapping region proposals by using
a non-maximum suppression (NMS) based on the Intersection-over-Union (IoU). Region
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proposals with IoU > 0.7 other than with the highest c¢ls score are discarded.

For RPN training a binary class is assigned to each anchor based on their IoU overlap
with ground-truth boxes. A positive label is assigned to anchor with the highest IoU or IoU
overlap > 0.7 with the ground truth box. on the other hand, a negative label is assigned to
IoU < 0.3 for all ground truth boxes. The multi-task loss is defined as a sum of classification
loss and a bounding box regression loss L = L + Lpo, (Equation 2.11).

L({pi}, {t:}) = N ZLCzs P, D) prl)box ti 1) (2.11)

where the classification loss L is a cross-entropy over two classes (object or not), the
output of c¢ls {p;} and reg {t;} is normalized by mini-batch size N5 (i.e., Nygs = 256)
and a number of anchor locations Ny, (i.€., Npopr ~ 2,400) respectively and weighted by
a parameter \, 7 is an anchor index, p; is the predicted probability of ¢ being an object.
The ground-truth label p} is 1 if anchor is positive, ¢; is a vector representing predicted
coordinates and t; is that of the ground-truth box. Bounding box regression loss p; Ly, is
activated only for positive anchors.

In Fast R-CNN the input is an image and a set of region proposals. The image is fed
into the CNN to generate a convolutional feature map. For each region proposal, a region
of interest (Rol) pooling layer extracts a fixed-length feature vector from the feature map.
Rol divides bounding boxes into a H x W(e.g.,7 x 7) grid of sub-windows. For values in
each sub-window is used max pooling. Pooling is applied to each feature map channel.
Each Rol r is fed to two fully connected layers. The forward pass outputs a class posterior
probability distribution p and a set of predicted bounding boxes. To r is assigned a detection
confidence for each object class k using the estimated probability Pr(class= k|r) £ p;. For
all scored regions is applied NMS that rejects regions with IoU overlap larger than a learned
threshold. The softmax classification layer assigns object classes and the bounding box
regressor outputs coordinates for the bounding boxes (Figure 2.11). The computations of
fully connected layers are accelerated by compressing with truncated SVD® [12].

Outputs: beX
softmax regressor

Rol feature
vector

For each Rol

Figure 2.11: Fast R-CNN architecture (Source [12]).

Shttps://en.wikipedia.org/wiki/Singular_value_decomposition
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2.3.2 Image Captioning

Image Captioning (IC) is the computer science problem of generating a textual represen-
tation of an image (example in Figure 2.13). This requires the model to extract visual
information from an image and understand language structure to be able to generate the
corresponding caption. Despite a lot of efforts [67, 61, 8, 68], generated captions are still
behind human captions. This problem is interesting because it has many important prac-
tical applications, such as enabling blind people to better understand their surroundings,
but also because it deals with understanding of the image, which is a key part of computer
vision.

The man at bat readies to swing at the A large bus sitting next to a very tall
pitch while the umpire looks on. building.

A horse carrying a large load of hay and Bunk bed with a narrow shelf sitting
two people sitting on it. underneath it.

Figure 2.12: An example of images and their generated captions from MS-COCO dataset
(Source [39]).

Most of the existing approaches are either bottom-up and top-down. The bottom-
up [8, 37] approach generates words describing multiple aspects of an image and then
combine them into meaningful text. This approach suffers from problems such as generat-
ing too simple sentences or lacking the fluency of human writing. The top-down [61, 31]
approach, on the other hand, starts with the context of an image and then uses words to
describe it. [68] proposes another approach, the combination of the previous two through
a semantic attention model.

One of the widely used models today [1] still relies on a combination of bottom-up and
top-down attention mechanism. The bottom-up mechanism based on Faster R-CNN [51]
combined with ResNet-101 [20] proposes salient image regions (Figure 2.13) with associ-
ated feature vectors. This combination allows selecting a relatively small amount of image
bounding boxes from all possible configurations. The captioning model contains top-down
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attention LSTM and language LSTM. The model’s objective is to minimize the cross-
entropy loss, followed by Self-Critical Sequence Training [52]. Since [1] the salient image
regions were the preferred approach by most researchers. The researchers such as authors
of [28] suggest using grid features once again. By using grids, they were able to achieve
comparable performance to salient image regions. Some of the benefits are simpler and
faster computations and high recall since this approach covers the entire image rather than
sparse regions.

Figure 2.13: Attention models often operate on CNN features based on a uniform grid of
equally-sized image regions (left). Another approach enables attention to be calculated at
the salient image regions (right) [1].

2.4 Technology for the Blind

Computer vision can benefit many people. Especially those whose vision is very poor or
non-existent. The approach to using technologies, such as computers or smartphones, for
the blind and partially sighted (BVI) is significantly different from all others. For example,
blind people usually do not use a computer mouse, because since they are not able to see
the cursor, using a mouse would be counterproductive. This section describes the means of
using technologies by visually impaired people.

Braille Display

Some of the blind people are using an electronic refreshable device braille display (Fig-
ure 2.14) that allows a blind person to read or write the text as their main method for
processing information, on the other hand, this device cost often more than $500 and many
people are not able to afford to buy it. Other people are not using because in opposite to
1960 when 50% of blind students were literate in Braille, based on 2016 statistics’ 18.3% of
students are learning the braille reading basics, and only 8.5% identify themselves as braille
readers.

"https://brailleworks.com/braille-literacy-statistics/
8Product website: https://www.orbitresearch.com/product/orbit-reader-20/
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Figure 2.14: A refreshable braille display Orbit Reader 20°.

Computers and Smartphones

The main technology that helps a blind person use a computer or smartphone is the screen
reader. A screen reader is an application that helps the user with the orientation and pro-
cessing of written text by screen reading. Users are often using 3rd party software JAWS or
NVDA'? but can also use integrated Narrator for Windows users and VoiceOver for MacOS.

Widely used are computer keyboards for their low price and minor differences between
multiple devices. A combination of screen reader and keyboard allows users to use a com-
puter similarly to sighted people. The basic controls for websites consist of arrows, tab,
and a few other navigation keys (to move from title to text, etc.). What was found is that
blind people are trained to process audible information from screen reader very fast. For
example, a sports commentator may be able to speak at a pace of 10 syllables per second,
which is a limit for most people to comprehend. On the other hand, the trained blind
person can process up to 25 syllables'!' per second, which allows him to consume content
much faster than a sighted person.

In the case of smartphones'?, BVI use accessibility settings such as TalkBack on Android
or VoiceOver on iOS. These serve as screen readers but also change the preset gestures. The
basics are reading the name of the item where the user places the finger, swipe left or right
for the next or previous item, swipe up and down usually changes the type of items being
scrolled, and three fingers are required to scroll.

Although blind people can sometimes be more effective than sighted people, they still
face numerous daily challenges. One of these is the pop-ups on websites. If one window
such as the remainder of cookies can not be closed easily, it can prevent a blind person from
using the website at all.

“https://www.freedomscientific.com/products/software/jaws/
DOhttps://wuw.nvaccess.org/
"https://www.scientificamerican.com/article/why-can-some-blind-people-process/
2How do blind people use smartphones? https://www.youtube.com/watch?v=IkQk8ZbToNo
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2.5 Fleiss’ Kappa

The Fleiss’ kappa [10] is a statistic measure of nominal or binary scale agreement between
a fixed number of two or more raters. It expresses the extent to which the agreement be-
tween raters exceeds what would be expected if all raters evaluated completely randomly.
If a fixed number of people assign a numerical rating to a set of items, then kappa can
provide an extent of rating consistency.

The kappa denoted as k, ranges from s < 0 if there is no agreement among the raters,
to k = 1 for complete agreement. These values can be interpreted as in Table 2.2. P — P,
represents actually achieved agreement in excess of chance, and the factor 1 — P, measures
the extent of attainable agreement over and above what would be predicted by chance.
Then the x is defined as,

PP
K=t (2.12)
1- P,

4}

Agreement level ‘ Poor ‘ Slight ‘ Fair ‘ Moderate ‘ Substantial ‘ Almost perfect
K | <0 [ <02]<04] <06 | <08 | <1

Table 2.2: Possible interpretation of x values based on [35].

The total number of subjects is denoted as N, the number of categories k, and the
number of ratings per subject n. The subscript i, wherei = 1,..., N represents the subjects
and the subscript j, where j = 1,...,k constitute the categories of the scale. Denoted as
n;j is a number of raters who assigned the ith item to the jth category, then proportion of
all assignments to the jth category is the quantity p;. Since Zj n;; = n, thus Zj pj = 1.

| N
Pi=Nn ;nw (2.13)

The degree of agreement between n raters for the ith item is indexed by the proportion
P; of agreeing on pairs out of the n(n — 1) possible pairs. Then, the overall degree of
agreement is denoted as P. Agreement to some extent is solely expected based on chance.
P, is the mean proportion of agreement if the raters acted purely at random.

k
1
P, = Y — ;nz’j(nij -1), (2.14)
1 N
P=. 1 P, (2.15)
1=

k
P.=> pi. (2.16)



Chapter 3

Visual Question Answering

The visual question answering (VQA) is the task of answering an open-ended' natural
language question about a given image (Figure 3.1). The origin of this task is the VQA
challenge 2016 based on the VQA dataset [2]. Similarly to image captioning, VQA expands
into two computer science areas. The first one is Computer Vision (Section 2.3), where
object detection is required to understand the context of a given image. On the other
hand, an understanding of the language structure to be able to process the textual question
and generate an answer representing the Natural Language Processing (Section 2.1). Visual
questions target different images areas, including background details or underlying context.
Therefore, a VQA system needs a more detailed understanding of an image and more
complex reasoning than a system producing generic image captions.

What color are her eyes? How many slices of pizza are there?
What is the mustache made of? Is this a vegetarian pizza?

Does it appear to be riny?

Is this person expecting company?
What is just under the tree? Does this person have 20/20 vision?

Figure 3.1: Images and questions from authors of the VQA challenge (Source [2]).

'An open-ended question in the context of VQA is a question where the answer is a free-form text
generated from the tokens from a vocabulary rather than choosing from a subset of possible answers.
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The first Visual Question Answering challenge allowed an open-ended and multiple-
choice approach (Figure 3.2). For the open-ended task, there are no possible answers
given, therefore the system must construct the answer by itself. On the other hand, for the
multiple-choice task there is a set of 18 predefined answers, and the goal is to pick the
correct one. This task results in a higher answering performance. The possible answers for
each question, with just one of them being correct, are set up as follows:

e The most common ground truth answer for the question
e Human created without seeing the image three plausible but wrong answers
e 10 of the most popular answers from the entire dataset

e The four others are taken randomly from all of the answers

e i
s ':':, K‘.’- 3 Open-Ended

| Q: What color scarf does the girl on the right have?

Multiple-Cheice

Q: What color scarf does the girl on the right have?
Multiple-Choice Options:

(a) 625 (j) cowboy hats

(b) gutter (k) pink

(¢) red (1) blue

(d) green (m) 4

(e) white (n) black

H1 (o) lucky tattoo

(g)3 (p) no

(h) hoodie (@2

(i) beige (r) yes

Q: What color scarf does the girl on the right have?

Ground-Truth Answers:

(1) red (6) red

(2) red and white (7) green

(3) red (8) red

(4) red (9) red, white

(5) red (10) red

Figure 3.2: An example of image from VQA dataset (Source [2]).

Interpretability and Bias Problem

The majority of machine learning systems including VQA suffer from interpretability. The
reasoning in deep neural networks is distributed across millions of parameters, thus it is
difficult for humans to understand the outputs of deep learning models. Understanding
the process by which VQA models arrive at their decisions is an important mechanism of
verifying that these models learn the knowledge that we would like them to learn. Inter-
pretability is important for establishing whether a system is robust to biases that may exist
in its training data. The bias issue is that VQA datasets tend to contain superficial reg-
ularities that allow models to memorize relationships between question and answer words.
For example, if a model trained on [17] dataset receives a question asking “What sport is
this?” it is very likely to answer “tennis” because it is the most represented sport in the
dataset. Another bias, the phenomenon of visual priming can be observed from creating
questions. In the [17] the correct answer for yes or no question is yes in 87% of cases. These
biases can be exploited by researchers to achieve higher performance [18].
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3.1 Datasets and Evaluation

Over the last years, there have been many efforts in comparing existing datasets [63, 30, 57].
This section will be covered those, with the greatest impact on the VQA task.

Microsoft Common Objects in Context (MS-COCO) [39] is not exactly a VQA dataset,
but due to its large corpus of images, it is used by many VQA datasets. MS-COCO
contains 91 common object categories (for instance: person, umbrella, tie, oven, train,
horse, spoon, etc.) with 82 of them having more than 5,000 labelled instances. In total,
there is a 2,500,000 labeled instances in 328,000 images (Figure 3.3). All those labels were
added manually by humans and to each of the images were created five captions. The time
required to annotate this dataset is estimated at more than 70,000 working hours for all
people combined.

¥ g e
(a) Iconic object images (b) Iconic scene images (c) Non-iconic images

Figure 3.3: Authors of MS-COCO focused on finding primarily non-iconic images (c)
(Source [39]).

The DAtaset for QUestion Answering on Real-world images (DAQUAR) [41] is con-
sidered to be the first benchmark for VQA. It is based on images from NYU-Depth V2 [54]
dataset and contains 1449 images (Figure 3.5). All pixels of images are labelled with one of
the 894 classes. There is a total of 12468 questions, generated either automatically using 9
templates or annotated by humans. The authors propose two evaluation metrics. A simple
accuracy and WUPS score, which calculates the similarity between two words based on
their longest common subsequence in the taxonomy tree [63].

The VQA dataset [2] is a collection of real images, abstract scenes, questions and
answers. There is a corpus of 204,721 real images from MS-COCO and 50K abstract
scenes for exploring high-level reasoning. While real images are captions taken from MS-
COCO, abstract scenes are generated artificially. For each image/scene were gathered
three questions from unique workers, 0.76M in total. The questions and their answers were
crowdsourced and can vary a lot. They range from knowledge base reasoning (“is this
a vegetarian meal?”), concept detection (“how many fruits are in this picture”) to activity
recognition (“is this man crying?”). Participants have presented an image and were asked
to create a relevant question to the image. Afterwards, ten other participants were asked
to answer the question. Based on statistics from authors, 38% of all questions are yes or no
questions and 12% are number questions. The evaluation metric (Equation 3.1) considers
multiple ground-truth answers. If the predicted answer was given by three or more (out
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of 10) human annotators the answer is marked as correct. In case of less than three is an
accuracy calculated accordingly.

., # GT answers same as predicted answer
accuracy = man( 3 ,1) (3.1)

The Visual Madlibs dataset [69] is also based on images from MS-COCO. There
is 360,001 focused descriptions for 10,738 images. The evaluation tasks are either fill-
in-the-blank (a strategy for collecting captions) and a multiple-choice question answering
(Figure 3.4). For the first case annotators were presented with an image and a fill-in-
the-blank template for instance “The banana is [blank]” and asked to fill in the [blank]
with a description of the appearance (or any other attribute) of banana. There were 12
types of the question considering image’s scene, emotion, interesting, past, future, object’s
attribute, affordance, position, person’s attribute, activity, location, and relation of pairs.
For the other task, the computer is provided with an image and a partial description such
as “The person is [blank]”. Four plausible choices are provided out of which is only one
correct.

The most interesting aspect
of this pictureis .

O the biker's position

This place is a(n) road.
£ When | look at this picture, | feel free.

The most interesting aspect of this picture is the motorcycles. WP
' One or two seconds before this picture was taken, they stopped

hat an. ided wher . [0 the body of the bicycle
% One or two seconds after this picture was taken, the bikers ride ] the blue mo‘orcyde

s [ thechild

Figure 3.4: An example of Madlibs fill-in-the-blank (left) and multiple-choice (right)
(Source [69]).

The COCO-QA [50] uses images and captions from MS-COCO dataset [39] to arti-
ficially generate questions based on the language model LSTM. The questions are of four
types. The Object questions are asking about objects using “what”. Others are the num-
ber, color and location questions (Figure 3.5). The metrics are identical to DAQUAR. The
dataset contains a total of 123,287 images, one question to each of the images, and answers
are all single word.

COCOQA 33827 DAQUAR 1522 COCOQA 14855 DAQUAR 585

‘What is the color of the cat? How many chairs are there? ‘Where are the ripe bananas sitting? ~ What is the object on the chair?
Ground truth: black Ground truth: two Ground truth: basket Ground truth: pillow
IMG+BOW: IMG+BOW: four (0.24) IMG+BOW: IMG+BOW: clothes (0.37)
2-VIS+LSTM: 2-VIS+BLSTM: one (0.29) 2-VIS+BLSTM: 2-VIS+BLSTM:

BOW: gray (0.40) LSTM: four (0.19) BOW: bowl (0.48) LSTM: clothes (0.40)

Figure 3.5: An example of COCO-QA questions (Source [50]).
The Visul Genome (VG) [33] contains 108,077 images from MS-COCO and 1,700,000

question-answer pairs with average of 16.40 QA pairs per image (Figure 3.6). Unlike previ-
ous datasets, which were collected for a single task, the Visual Genome dataset was collected
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to be a general-purpose representation of the visual world, without bias toward a particular
task. The VG is based on six types of questions: what, where, how, when, who and why. It
contains approximately 35 objects, 26 attributes and 21 relationships per image exceeding
others by a large margin, thus has better answer diversity in comparison to other datasets.
There are no binary questions, and 57% of the answers are single words. The model is
correct on a QA if one of the predictions matches exactly with the ground-truth answer
for that question. This evaluation method works well when the answers are short. Human
performance was also reported on these questions by presenting them with the image ques-
tion pair along with 10 multiple choice answers out of which one was the ground truth and
the other 9 were randomly chosen from the dataset [30].

object detection object attributes object classification scene classification  fine-grained recognition action recognition

e

Q: How many people are  Q: What is the most Q: What animal is the Q: Where was the picture ~ Q: What kind of boat is Q: What is the

wearing a lettered, valuable device in this balloon modelled taken? the far left blue boat? snowboarder doing?
Zip-up red jacket? room? after?
A: Just one. A: The television. A: Blue whale. A: At the beach. A: Sail boat. A: Jumping.

Figure 3.6: An example of the Visual Genome QA pairs (Source [33]).

The Visual7W [73] is based on the VG and contains 47,300 images. The name stands
for 7 'w’ words, expanding VG with ’which’ The ’what’, 'who’ and ’how’ questions of-
ten relate to recognition tasks with spatial reasoning. The 'where’, 'when’ and 'why’ on
the other hand, usually involve high-level common sense reasoning. This improvement is
used for the selection of correct bounding box, therefore, linking object mentions to their
bounding box in the image (Figure 3.7). The evaluation for multiple-choice is the same
as for [69]. The objects mentioned in the QA pairs are grounded to their corresponding
bounding boxes in the images. The groundings enable examining the object distributions
and resolve the coreference ambiguity [63].

Q: What endangered animal Q: Where will the driver go ~ Q: When was the picture Q: Who is under the Q: Why was the hand of the Q: How many magnets are

is featured on the truck? if turning right? taken? umbrella? woman over the left on the bottom of the
A: Abald eagle. A: Onto 24 % Rd. A: During a wedding. A Two women. shoulder of the man? fridge?
A: Asparrow. A: Onto 25 % Rd. A: During a bar mitzvah. A: A child. A: They were together and A: 5.
A: A humming bird. A: Onto 23 % Rd. A: During a funeral. A: An old man. engaging in affection. A: 2.
A: Araven. A: Onto Main Street. A: During a Sunday church A: A husband and a wife. A: The woman was trying to A3
service. get the man’s attention. A: 4.

Q: Which pillow is farther Q: Which step leads to the Q: Which is the small Q: Which item is used to Q: Which doughnut has Q: Which man is wearing the
from the window? tub? computer in the corner? cut items? multicolored sprinkles? red tie?

Figure 3.7: Examples of multiple-choice QA. The first row shows telling questions with one
correct and others wrong answers. In the second row are pointing (which) questions where
the correct answer is the yellow box and the red boxes are wrong answers (Source [73]).
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The VQAv2 [17] addresses the problem of ignoring most of the visual information. For
each tuple of image question and answer another image was found, where the answer for the
same question would be different (see Figure 3.8). There is approximately twice the number
of image-question pairs and is added about 330K binary abstract scenes in comparison with
VQAvL1.

The dataset is overall more balanced with significantly reduced language biases in com-
parison with its predecessor. Authors noticed that when the models were trained on an
unbalanced VQA dataset and tested also on an unbalanced VQA dataset, the model’s per-
formance was more than by 10% better on yes/no question type when compared to training
on unbalanced VQA, but testing on balanced VQAv2 dataset. This suggests that the mod-
els are really exploiting the language biases, which leads to high accuracy on an unbalanced
dataset because that dataset also contains these biases. The evaluation metric is same as
for the VQAv1 (Equation 3.1). The accuracy on the test-standard split of this dataset is
the primary metric used by recent methods for evaluation.

Who is wearing glasses? Where is the child sitting?
man ] woman

Is the umbrella upside down?
yes no

Figure 3.8: An example of question-images pairs from VQAv2 dataset (Source [17]).

The GQA [25] consists of generated 22,669,678 questions and 113,018 images. Each
image is annotated with a Scene Graph representing the objects, attributes, and relations.
Each question has a functional program, which lists reasoning steps to arrive at the answer.
Construction process is visualised in Figure 3.9. The dataset has a vocabulary size of 3097
words and 1878 possible answers. The GQA proposes five new metrics.

Consistency measures responses consistency across different questions. The model
should not contradict its own answer when being presented with a question regarding its
previous answer. For example, if the apple is identified as “red” in previous answer about
the same object, the answer next time should not be “green”. For each QA pair (¢,a) is
defined as a set of entailed questions, the answers to which can be unambiguously derived
from (q,a). The accuracy is measured for each question the model answered correctly
with its entailed questions. These scores are then averaged across all correctly answered
questions.
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Validity examines whether a given answer is in the question scope, for instance an-
swering some colour to a colour question.

Plausibility measures whether the answer makes sense by checking the whole dataset
if the question’s subject occurs at least once in relation to the answer.

Distribution measures match between true answer and model predicted distribution
using the Chi-Square [11] statistic. It shows whether the model also predicts the less
frequent answers.

Grounding checks whether the model attends relevant regions of the image to a given
question. A pointer 7 to the visual region to which the question or answer refers is defined
for each dataset instance. For this region is measured the model’s probability.

Pattern: What|Which <types [do you think] <is> <dobjects, <attrs or <decoy>?

Program: Select: <dobject> — Choose <type>: <attr>|<decoy> yellow

Reference: The food on the red object left of the small girl that is holding a hamburger
Decoy: brown

What color is the food on the red object left of the small girl that

is holding a hamburger, yellow or brown?

fries /’\
\
Y
> — &
]

‘K . -
J\( o
s?‘jl/hnldln

Figure 3.9: In GQA dataset each question is represented in natural language and a func-
tional program (Source [25]).

Select: hamburger — Relate: girl,holding — Filter size: small — Relate: object,

left — Filter color: red — Relate: food,on — Choose color: yellow | brown

The Summary of VQA datasets

A recent trend is using a combination of multiple datasets for pre-training for a purpose of
creating a corpus as big as possible. Many datasets were published, but most of them are
rarely used. The widely used are VQAv2 and GQA. The GQA was used three times more
often in the year 2019 than VQAv2, while in the year 2020 these two datasets were used
just about the same”. Although GQA contains just 1878 possible answers, it covers 88.8%
questions and 70.6% answers of the VQAv2 dataset. It is clear from Table 3.1, that recent
datasets use more images, and also way more questions than before.

Number of | Number of | Avg. questions | Avg. question
Images Questions per Images Length

DAQUAR 1,449 12,468 8.60 11.5
COCO-QA 117,684 117,684 1.00 9.7
Visual Madlibs 10,738 360,001 33.52 4.9
Visual7W 47,300 327,939 6.93 6.9
VQAv2 286,046 1,289,287 5.40 8.1
GQA 113,018 22,669,678 200.58 11.0

Table 3.1: Comparison of datasets for VQA inspired by [63].

2These statistics are based on the data from https://paperswithcode.com/.
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3.2 Methods

The methods in this section achieved state-of-the-art (SoTA) performance and most of them
are publicly available. Most of the time, it does not take more than a few months for new
model to outperform its predecessor.

Pythia [29] is the winning entry of the VQA challenge 2018 and forms the basis of
modular multimodal framework [56] (MMF). Implementation is based on the up-down
object detection model [1]. Image features are detected by using Faster R-CNN [51] pre-
trained on the Visual Genome dataset [33] and the ResNet-152 [65] network was chosen
as the backbone network. Each region is represented by a 2048-dimensional feature after
average pooling from a 7x 7 grid. question text is used for computing the top-down attention
for each object in the image. Number of object proposals is fixed at 100 for all images.
The model implements multimodal embedding of the question and the image followed by
a prediction of regression of scores over a set of candidate answers. Each of tanh layers
implements a function f, : x € R™ — y € R"™ with parameters W, W', b,b'.

g = tanh(Wz + b) (3.2)
g=c(W'z+1) (3.3)
y=yog (3.4)

W, W' € R™™ are learned weights, b,0’ € R"™ are learned biases and o is Hadamard
product. The vector g acts multiplicatively as a gate on the activation § and o is the sigmoid
activation function. Each question is encoded as the last hidden state ¢ of a GRU [3], with
each input word represented by the learned word embedding. For each location i =1...k
in the image, the feature vector v; is concatenated with question embedding ¢ to generate
attention weights a;, where w! is a learned parameter vector. The attention weights are

normalized over all locations with a softmax function. The 2048-dimensional vector 0
represents the attended image.

a;i = wy fo([vis q)) (3.5)
a = softmax(a) (3.6)
U= Efilaivi (3.7)

Vector h is calculated from representations of the question (¢) and the image (0) passed
through the non-linear layers (f, and f,,) combined by using the Hadamard product. The
probability distribution p(y) over possible outputs y is calculated with learned weights
W, € REXM of yocabulary X.

h = fq(q) o fu(9) (3.8)
p(y) = U(Wofo(h)) (39)

For fine-tuning is used object detector based on feature pyramid networks from Detec-
tron [14], which is based on ResNeXt [65] backbone with two fully connected layers (fc6 and
fc7) for region classification. That allows to extract 2048-dimensional fc6 features and fine-
tune the fc7 parameters, which requires significantly less computation. The model achieved
final performance on test-standard VQAv2 72.27% [29].
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Object-Semantics Aligned Pre-training for Vision-Language Tasks [38] (Oscar) is based
on observation, that objects mentioned in the text can be accurately detected, therefore,
authors present tags as anchor points (Figure 3.10). For instance on the MS-COCO [39] the
percentages that an image and corresponding text share at least 1,2,3 objects are 49.7%,
22.2% and 12.9%. Model is pre-trained on the corpus of 6.5 million text-image pairs and
then fine-tuned for a specific task, such as image captioning or visual question answering.

Dog Couch
Word Region
Embeddings Features | Region
. Features
Object Tags S
dog
Pre-trained Object Detector By
" Word
J A 3 Embeddings
Adog is sitting on a Language Image ’
(a) Image-text pair  (b) Objects as anchor points (c) Semantics spaces

Figure 3.10: (a) An example of input image and a caption (b) visualization of object tags (c)
even though dog and couch regions overlap in the visual feature space, the word embeddings
are distinctive (Source [38]).

The triples (w, q,v) are used as input. These are composed of a sequence of text em-
bedding w, object tags ¢ detected from image and image region vectors v. While existing
methods represent input as (w,v), to ease the learning of image-text alignments Oscar in-
troduces ¢ as anchor points. The image regions from which are the ¢ detected are likely
to have higher attention weights than other regions. Pre-trained BERT [6] is used to iden-
tify alignments between ¢ and w. Model architecture is visualised in Figure 3.11. Visual
semantics (v/,z) and a sequence of object tags g are extracted with Faster R-CNN [51].
Region feature v € R” is a vector of P dimensions (P = 2048) and z are coordinates of R
dimensions (R = 4). v/ and z are concatenated and transformed into v by using a linear
projection.

Contrastive Loss Masked Token Loss
Fawes () O O O OO0O0C OO0 OO 0O OO
Network Multi-Layer Transformers
Emeddingg () (O OO O O O OO O O O O O O
A =
[CLS] A dog is [MASK] on a [SEP] || dog [SEP]
Data S——
Word Tokens Object Tags Region Features
|
Modality Language mage .
L
Dictionary aronase Image

Figure 3.11: Input of triples, word-tag-region is fed into the BERT. Dictionary view dif-
ferentiate two semantic spaces and is represented by masked token loss. Modality view
distinguish between text and an image and is represented by contrastive loss (Source [38]).

There are two perspectives for pre-training, a dictionary view with masked token loss
(MTL) and a modality view with contrastive loss (CL). The pre-training objective is a sum
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of these losses (Equation 3.10). Authors claim that based on their experiments Oscar yields
superior performance in comparison with other existing methods even though the overall
loss is much simpler.

L =Lyt + Lc (3.10)

For the dictionary view, the object tags and word tokens share the same linguistic
semantic space. MTL, similar to the masked language model used by BERT is applied to
the discrete token sequence defined as h £ [w, q], where “,” stands for concatenation. At
each iteration input tokens, h; are masked with a probability of 15% and the goal is to
predict masked word based on adjacent tokens hy; and image features v, minimizing the

negative log-likelihood.

Lyt = By ny~p log p(hilhy;, v) (3.11)

In case of modality view each input triple is split into image modality b’ £ [g,v] and
w for language modality. The contrastive loss (Equation 3.12) replaces tag with randomly
chosen different tag from the dataset with a probability of 50%. Fully connected layer with
binary classifier f(.) predict if the tag is original (y = 1) or not (y = 0).

Lo = —E @y wy~p log p(y|f (7', w)) (3.12)

The architecture is based on two variants of BERT [6] with different hidden sizes 768
and 1024 for the base and large model, respectively. During inference for image captioning
are encoded as input image regions, object tags, and a special token CLS. The process of
generating starts by feeding in a MASK token and sampling a token from the vocabulary
based on the likelihood output. The MASK token used in the previous input sequence is
replaced with the sampled token and then a new [MASK] is appended for the next word
prediction. The output of STOP token terminates the generating For VQA the model is
trained on the VQAv2 dataset and the task is treated as multi-label classification® prob-
lems. The achieved score for the large model is 73.82% on test-std of the VQAv2 dataset.

Bilinear Graph Networks (BGN) for Visual Question Answering [44] are based
on cooperating layers of image-graph and question-graph which leads to the realization
of multi-step reasoning. The goal of the image-graph is to locate the objects related
to semantic information of each word in the question. The node of the graph is defined
Y = QUYV, where V are the visual features of the detected objects and @ are textual
features of the question. The edges of the graph are the computed graph weights based
on Q and V. The question-graph amplifies the implicit relationships between objects
by exploiting information across different embeddings. The question-graph nodes are the
output nodes of the image-graph and the graph weights are the self-attention of inputs. The
combination of these two graphs allows solving complex and compositional questions. Model
architecture is visualised in Figure 3.12. The ablation studies showed that BGN significantly
outperforms other graph-based methods. The BGN model achieved an accuracy of 72.41%
on the test-std VQAv2 dataset.

3Multi-label classification is a classification problem where multiple labels may be assigned to each
instance, however, there is no constraint on how many of the classes the instance can be assigned to.
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Figure 3.12: The architecture of the Bilinear Graph Networks. Basic module of BGN is
composed of one image-graph following one question-graph and these modules are then
stacked to create multiple layers (Source [44]).

In Grid Features [28] authors found that grid-based convolutional features can match
the accuracy of the most used region-based [1] features in a fraction of computational time.
For example, when ResNet [20] was used as a backbone, the computation was more than
forty times faster. Their ablation analysis suggests that a large-scale annotated dataset for
pre-training and high spatial resolution of the input images is much more important than
the type of features. Grid Features use 1x1 RolPool instead of 14x14 RolPool from the
Faster R-CNN [51], thus representing each region with a single vector, rather than a three-
dimensional tensor. This means each vector on the grid feature map is forced to cover all
the information for a spatial region, which can result in stronger grid features. Because
a pre-trained convolutional network works best with inputs of particular spatial dimensions,
two fully connected layers are added on the top to accept vectors as input. Authors of the
Grid Features achieved an accuracy of 72.71 on the test-std VQAv2 dataset.

Oscar+ [72] model is improved continuation of Oscar. The pre-training corpus is
based on three types of datasets. Human-annotated image captioning datasets with gen-
erated image tags such as MS-COCO, VQA datasets such as VQAv2 with questions and
human-annotated answers and image tagging datasets with generated captions and human-
annotated tags. New object detection model, that produces better visual features of images
than previous was developed. The large-scale object-attribute detection model is based on
the ResneXt-152 C4 architecture. For pre-training objectives, Masked Token Loss is the
same as for Oscar and the other one is the 3-way Contrastive Loss, which considers both,
(caption, tags, image-features) for image captioning and (question, answer, image-features)
for VQA data. Negative examples are constructed for polluted captions and polluted an-
swers. The polluted captions and answers are uniformly sampled from all (captions and
answers) in the corpus. Therefore, the dataset contains 50% correct triples, 25% polluted
captions and 25% polluted answers. The results of oscar+ ablation analysis are that the
improvement of VQA is a compound of increasing model size and dataset size. At the time
of publishing, authors achieved a performance of 76.60% on test-std of VQAv2 dataset.
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Chapter 4

Usage Scenarios

Although Visual Question Answering (VQA) has been studied by many researchers the
actual usage outside research might be unclear. Where could VQA be useful? There are
many possible applications but just a few of those could be truly useful. To name a few, it
could be useful in retrieval systems such as searching in maps. Even though, this work did
not find any such application in practice. It could be used for example for answering ques-
tions about specific objects. Similar to this use case, VQA could be useful in data analysis
or searching for specific information in huge amounts of images such as video surveillance.
There are other possibilities, where it could actually help. Medical personnel could benefit
from another point of view at X-rays and other images. Other people who could benefit
from this technology are blind and visually impaired (BVI). This chapter presents a case
study to determine if and how the VQA could be used inside the BVI community. The first
Section 4.1 examines smartphone applications used by BVI. Then is described a demon-
strative application (Section 4.2). The following Section 4.3 describes the process of finding
BVI to use an application and then is discussed knowledge gathered by a questionnaire.
The last Section 4.4 of this chapter deals with the creation of a smartphone application.

4.1 Existing Applications

There are many smartphone applications for BVI trying to make their lives easier. The
focus of these applications could be divided into one of the following categories. The most
significant category is connecting BVI to sighted operators or volunteers for assistance such
as Blind' or Be My Eyes’ with millions of downloads available for both Android and iOS.
Although they are the most used, they are not based on machine learning, thus they are
not so important for this work. Another category could be navigation around the city. The
most often used are built-in Google and Apple maps based on the smartphone operating
system. No application providing VQA was found. The last category consists of image
captioning, which is similar to VQA and other similar functionalities based on machine
learning. Some of these functionalities are reading text, face recognition or recognition
of paper money value. Based on personal experience, these applications are not able to
recognize other money than US dollars. Most image captioning applications have less than
a few thousand downloads. To gain a qualitative assessment of such applications, this work

"mttps://play.google.com/store/apps/details?id=com.teamblind.blind&hl=en_US&gl=US
2https://play.google.com/store/apps/details?id=com.bemyeyes.bemyeyes&hl=en_USkgl=US
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covers those with more than 50,000 downloads.

The Google Lookout® is available on Android for free. It allows real-time object recog-
nition, reading documents and recognition of paper money. In addition, this application
allows retrieving data about food based on its barcode.

The Seeing AI* is available on iOS also for free. In comparison with Lookout, this
application allows to add and recognize faces. The rest of the applications are both on
Android and iOS.

The TapTapSee’ is available for free and its only feature is image captioning.

The Sullivan+° is free with occasional advertisements. There are similar functionalities
to previous applications with the addition of colour recognition and a magnifier tool.

The Supersense’ is free for reading simple text and finding specific items but allows
a premium plan for 6 USD per month or 145 USD for a lifetime. This plan adds support
for Hindu, Arabic and Russian languages, handwriting recognition or product barcode
scanner.

The Enwvision AI® offers a free 14-day trial and then requires a subscription of 2 USD
per month or 140 USD for a lifetime. The features (Figure 4.1) are very similar to Seeing
AT with the added possibility to ask for call. It can take hours for the operator to call.

GENERAL ¢] GENERAL ¢] S GENERAL HELP
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Figure 4.1: Image captioning, color detection and reading of text with Envision Al

3https://play.google.com/store/apps/details?id=com.google.android.apps.accessibility.reve
al&hl=cs&gl=US

‘https://www.microsoft.com/en-us/ai/seeing-ai

*https://apps.apple.com/us/app/taptapsee-blind-visually-impaired/id567635020

Shttps://play.google.com/store/apps/details?id=tuat.kr.sullivan&hl=cs&gl=US

"https://play.google.com/store/apps/details?id=com.mediate.supersense&hl=cs&gl=US

8https://www.letsenvision.com/envision-app
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4.2 Demonstrative Application

Such an application that would offer VQA or a combination of image captioning and VQA
was not found. For this reason, I decided to create a demonstrative application” to find out
if VQA can be beneficial for the BVI community. I choose to implement this application as
a simple website for the following reasons. Installation of applications that are not listed in
app stores requires unnecessary complexity. This could be solved by adding my application
to these stores, but it would still require an extensive process, since I would like to be able
to offer my app to users with iOS, HarmonyOS and any Android device. Another reason
is that a website can be used not only with a smartphone but also with a computer.

The front end was implemented in an open-source JavaScript library React'’ since it is
fast, flexible and easy to use. Uppy'' was used for uploading images. It allows to choose
an image from a gallery or take a photo on a smartphone. For communication of client-side
and a VQA model was chosen a lightweight Python framework Flask. The VQA model I
choose for this use case was Pythia described in Section 3.2 trained on the VQAv2 dataset,
which contains a large number of images.

User’s View

The application (Figure 4.2) was created with emphasis for simplicity to be used easily
with accessibility settings. The user visits a website and is presented with just one button.
When pressed, the user is asked to either choose an image from the gallery or take a photo.
The image is displayed'?, a text box appears and focus'® is set to this box for the user
to be able to start typing his question. This question can be submitted by just pressing
enter or by pressing the following submit button. When a user receives answers, the focus
is set accordingly and the user is presented with the three most probable answers and their
probabilities.

Internal View

1. Client sends request to upload an image - (HTTP request: POST /upload-image).
2. Server saves the file in a temporary location.

3. Server calculates SHA256 hash from that file and renames it as such.

4. Server moves renamed file to a specified directory.

5. Server sends back a response with a filename.

6. Client receives a successful response, and a question field is made available.

7. After the user types in the question and presses “enter” new request is sent to the
server - (HTTP request: POST /ask-question/filename), where filename is the
response from upload request and in request’s body is a question.

“http://vaqa.wz.cz/

Ohttps://reactjs.org/

"https://uppy.io/

12Djsplaying image is useless for a blind person, but can be useful for colourblind or other impairments.
13By setting focus, the user’s screen reader informs him where he is focused.
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10.
11.

. Server processes the question for stored image and responses with an array of answers

and their probabilities.

. Client shows the response to the user.

When a new question is entered for the same image steps 7-9 are repeated.

When a new image is uploaded process resets from step 1.

Upload your file:

.....................................................
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1
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1
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[
[
1
[
[
1
[
§

-----------------------------------------------------

Answers:

no (98%)
yes (2%)
i don't know (0%)

Ask a question:

Is it safe to eat?

Figure 4.2: An example of using demonstrative application.
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4.3 Testing by Blind and Visually Impaired

The next step was to find blind and visually impaired people that could try my demonstra-
tive application and provide valuable feedback. First of all I tried contacting the biggest
organizations (European Blind Union'*, American Council of the Blind'®, etc.) that help
BVI people all over the world and asking them if they could forward my message to anyone
that could participate in my testing. With this approach, I was not able to obtain the
required participants. I proceeded with my proposal towards few members of the Czech
organization Sons'®. This way I was able to get in touch with about a dozen of BVI and
some were even willing to pass forward my demonstrative app to a friend or two. The
instructions were to use the app for their struggles for up to two weeks and then fill out
a simple questionnaire.

Feedback Obtained by Questionnaire

The motivation for this questionnaire was to find out if BVI people are interested in using
VQA in their everyday life. What is the use case where it makes sense to them or if they
are not interested, for what reason? While creating this questionnaire I tried to make it
as simple and short as possible. The time required to fill out the form should not exceed
five minutes. Most of the questions were of type choose one with an average of 4 possible
answers. The questions of type choose one or more with the possibility to add own answer
and the last question was the only one open-ended. This questionnaire was straightforward,
so even non-technical BVI people were able to fill it out.

Population

The form was filled by a total of 20 people. On average, each participant used an application
for 11 images with an average of 2.3 questions per image. Based on personal questions 70%
of respondents are men and 60% are users of Apple smartphone. Figure 4.3 shows surprising
results with the largest group of 40 to 49 years. The expected age of respondents was around
20 since younger people are generally more open to new technologies. An explanation for
these results could be that loss of sight often comes with age.

@ Less than 20

A @ Blindness ® 20to029

@ Severe A D 30to 39
Mild to moderate ‘ 40 to 49

w @® Color blindness

[
® 501059
L
Figure 4.3: Proportions of participants with severity of visual impairment (left), age (right).

60 and more

Yhttp://www.euroblind.org/
Yhttps://wuw.acb.org/
Ynttps://wuw.sons. cz/
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More than half of the respondents are using image captioning software on their smart-
phones a few times a week. As can be seen in Figure 4.4 on the left more than half of the
respondents to find VQA to be useful for them. on the other hand, none of the participants
chose the not useful option. The graph on the right shows that most of the participants
would appreciate it if their image captioning application on the smartphone also supported
visual question answering.

® Ves
® VYes @ Rather yes
@ Rather yes @ Don't know
@ Ratherno @® Ratherno
® No ® No

Figure 4.4: (left) Do you find visual question answering useful for you? (right) Would
you appreciate if your image captioning smartphone application allowed also using visual
question answering?

The goal of the following question (Figure 4.5) is to find out the use cases where does
VQA make sense to participants. The results show that only 10% of respondents are not
interested in any of the presented options, therefore, it can be assumed that the BVI com-
munity would appreciate a smartphone application with VQA. Based on this question alone
this application could be aimed at either orientation, localization or could be specialized in
the selection of clothes.

Orientation in space

Choosing clothes

Recognition and localization
of items

None of the others

Coking

0% 12.5% 25% 37.5% 50% 62.5%

Figure 4.5: Where does using visual question answering make sense to you?
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The most common answers for the next question (Figure 4.6) were either online shopping
or none of the options. These results were discussed with a person from the community.
Online shopping for a blind person is a challenging task. Choosing this option is motivated
by descriptions of products online. These descriptions are often focused on technical details,
but rarely describe the appearance of the product. For instance, sellers of furniture or
clothes often rely on images. The description “black t-shirt with a graphic print” combined
with the image is good enough for a sighted person, but for a blind person, it is not suitable.
The VQA models described in this thesis could be used for such application, but it would
require training on a specialized dataset.

Social networks
News
Online shopping

None of the others

0% 10% 20% 30% 40% 50%

Figure 4.6: Where would you use VQA while working on a computer?

The following graph (Figure 4.7) shows the model’s accuracy and overall satisfaction
with the application. 80% of participants rated the accuracy as Sufficient or better and the
overall rating from 55% of participators was positive. The most common problem recognized
by 35% of participants was the need for an internet connection. 30% of respondents did not
fill any of the problems. Other difficulties were with the use of the application inside of the
internet browser (25%). The other problems reported (5%) were an absence of the Czech
language, results being too generic and the application being too slow. Another problem
(5%) was a poor performance for questions regarding text in images. One of the suggestions
was to focus on a specific problem such as reading digital displays or recognition of colour
patterns on clothes.

@ Positive
@ Very good A @ Rather positive
® Good @ Don't know
@ Sufficient @ Rather negative
@ Insuficient v @ Negative

Figure 4.7: (left) Please rate the accuracy of results. (right) Overall rating of application.
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4.4 Smartphone Application

Based on the previous section people of the BVI community would appreciate smartphone
application with visual question answering. For this reason, an application on Android was
created, which is described in this section. Since the target group for this application are
primarily blind people, the visual aspect of this application is not of high importance. More
emphasis is on simplicity and compatibility with the screen reader. The visual question
answering model is exactly the same as was described in the demonstrative application
(Section 4.2) and the overall design is also very similar since the application overall was
rated by users positively.

Implementation

For the creation of a mobile application, was not use any of the multiplatform frameworks
and instead was chosen the native technology for the Android operating system. The appli-
cation is supported by all smartphones with Android version 4.3 (API level 19) and higher.
The programming language used in this case is Java.

The native material design'” of version 1.3 without any modifications was used for vi-
sual representation since the visual aspect is not a priority for blind people. The second
dependency is the Volley'® library of version 1.2.0. Volley is a library for establishing and
managing HTTP communication. The main advantage over Java HT'TP client is the au-
tomatic scheduling of network requests and the support of multiple concurrent network
connections.

Four different permissions are required for the application to run properly. These per-
missions are obtained during the use of the application. If the application requires one of
these permissions, the user is offered a dialogue in which he can either accept this request or
reject it. In case of rejection, it is not possible to continue. These permissions are required
for opening the camera, storing, and reading from storage, and for sending requests to the
VQA server. The required permissions are displayed below.

o android.permission. CAMERA
o android.permission. WRITE_EXTERNAL_STORAGE
e android.permission. READ EXTERNAL STORAGE

e android.permission. INTERNET

The whole application is based on only one android activity MainActivity. In this
activity, there are two Button elements for capturing another image and sending a question.
EditText element is used as input the question and TextView shows answers provided by
VQA model. The activity also displays one dynamic ImageView element, which is used
to display the last photo taken. The application was tested with Android built-in screen
reader Talkback.

"https://material.io/develop/android
Bhttps://developer.android.com/training/volley
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Workflow

After launching the application (Figure 4.8), the user is either prompted to authorize the
permissions via dialogue or (if the authorization was granted in the past) the camera is
displayed. Then, the user can take a photo in the same way as in the regular camera app,
the controls are not altered. When the user is satisfied with the photo, it is possible to
confirm the selection. The user is then redirected to the main screen of the application
and in the background, the photo is sent to the server. The user is returned a hash file in
the same way, as in the case of the web application (Section 4.2). The last photo taken is
displayed and the user is presented with two options. If the user is a sighted person and is
not satisfied with the photo, it is possible to click the “Capture image” button and repeat
the whole process. Otherwise, the keyboard opens, and the user is offered a text field in
which he can enter a question and confirm sending by pressing the “Ask question” button.
The button is pressable only if the image was already successfully uploaded to the server,
which is most of the time faster than typing the question. The confirmation sends another
query to the server, which contains a hash of the last taken photo and a question (in the
control element EditText). After obtaining a response, three of the most probable answers
chosen by the VQA model are shown to the user in the form of a list, where each answer
has a percentage representing the model’s confidence for that answer. At this point, as in
the previous step, the user can select a new photo or enter a new question. The whole
process of using the application is visualised in Figure 4.9.

CAPTURE ANOTHER IMAGE CAPTURE ANOTHER IMAGE

What is that plant?

Answers:
flower (33%)
tulips (26%)

UPLOADING IMAGE... Illy (17%)

ASK QUESTION

Figure 4.8: An example of using android application. Photo is taken, user enters his
question, and the answers are displayed.
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Send image to server

Is user satisfied
with the image?

>/ Enter question

Press "Ask question" button

A 4

Send question to server and
get response

Yes

Does user want to ask
another question?

Yes

Does user want to take
another photo?

Figure 4.9: Application flow diagram.
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Chapter 5

VQA versus Image Captioning

Based on the results obtained from participants in the Section 4.3 blind and visually im-
paired people find Visual Question Answering (VQA) useful and they would appreciate it
if their image captioning (IC) smartphone application would also offer VQA. The aim of
this chapter is to find out whether the reason why it is not used in practice is the fact that
image captioning is better than VQA for similar applications. To obtain this information
are performed experiments.

The first Section 5.1 deals with a collection of a custom dataset. This dataset forms
a basis for multiple experiments described in the following sections. Then (Section 5.2)
are evaluated and compared two different VQA methods on a custom dataset and better
performing one is chosen for other experiments (as well as for the application in Chapter 4).
The aim of the next Section 5.3 is to generate captions for images in custom dataset. The
succeeding Section 5.4 offers an experiment that compare amount of obtained knowledge
from VQA and IC. Then is described another experiment (Section 5.5) to find out how well
can be VQA used to obtain information about image with participant, which is not able to
see that image. Finally (Section 5.6) results obtained in this chapter are discussed.

5.1 Dataset Collection

It is believed that to this day that image captioning models are not able to generate superior
captions for images to those, created by humans. For this reason was created a custom
dataset of 111 images. Due to the small size, the dataset can be annotated manually.
All of the images in the dataset are individually chosen from a personal collection. These
images consist of diverse scenes and often multiple objects with some of them being hard
to recognize. Three captions and one question were created for each image. They were all
created by people where the creator of the questions did not know about the captions. Each
caption is a single sentence trying to capture the meaning of a corresponding image. These
three sets of captions were created by three different people independently. The question is
a single sentence asking a question easily answerable by humans but possibly challenging
for a machine. An example of images, their captions and a question from the dataset can be
seen in Figure 5.1. At the second image can be noticed a significant difference between the
generated and the human-created captions. Despite all the human captions mentioning the
fact that the house is upside down, the caption generated by the image captioning model
does not mention this information.
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Generated caption
A piano and a guitar in a room.
Human captions
A piano next to the red electric guitar on the red wall.
A piano and guitar on the red wall.
A room with a piano and an electric guitar.

Question

What colors are on the wall?

Generated caption
A small building with a plane parked outside of it.
Human captions
A house flipped on the roof next to the white airplane.
An Upside down house next to the white plane.
A house that is inverted.

Question

What is behind the house?

Figure 5.1: Example of images, captions and questions from custom dataset.

Preparing the Dataset

For the experiments covered later in this chapter another set of captions was created. This
set was generated by an image captioning model. I chose the model Oscar (Section 3.2).
At the time of creating these captions authors of the model, Oscar reported the state-of-
the-art performance for image captioning and also for visual question answering. Another
reason why this model was chosen is that the pre-trained checkpoint for this model was
publicly available. Since the model was expecting a particular set of data, implementation
details required a slight modification' for the custom dataset. A file of JavaScript Object
Notation (JSON) format consisting of two items for each image was created together with
dataset. The first one img_id represents image identifier and img_fn consists a name with
file extension of that image. The process that follows is performed in two steps. The
goal of the first step is to extract the image features. The second step is feeding these
features as input to the model for specific tasks such as image captioning or visual question
answering. The model [1] available on github® is used for extracting the image features.
The model is based on the Faster R-CNN object detector (Section 2.3.1) implemented in the
deep learning framework Caffe [27]. This framework is open source and emphasizes speed
and modularity. Even though it is written in C++, the interface is available for Python.
Extracted objects and their labels are saved to tsv files. Each line of feature.tsv consists
of extracted features for single image. Based on these files 1ineidx files® are created, which
are required as input to the Oscar image captioning model. The lineidx file differs from
tsv file by adding size (in bytes) in front of each line separated from rest of the line by
tabulator.

https://github.com/microsoft/Oscar/issues/33
2https://github.com/peteanderson80/bottom-up-attention
3https://github.com/microsoft/0scar/issues/32
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5.2 Visual Question Answering

The model Oscar used for image captioning can be also used for visual question answering.
To be able to use the model for a different task, it requires to be fine-tuned differently.
For VQA the pre-trained model is fine-tuned on the VQAv2 dataset [17]. The JSON file
mentioned in the Section 5.1 is modified by adding questions. The input to the VQA model
consists of extracted features from all of the images in the custom dataset and a JSON file.
The output is a file, which contains numbers representing answers. These numbers are
then mapped to pickle file trainval_ans2label.pkl, which contains all possible trained
answers. The answers overall were worse than expected. For this reason, I decided to
try another method. The chosen model Pythia (explained in Section 3.2) is available to
download already pre-trained.

Evaluation with score Metrics

Answers provided by VQA models Oscar and Pythia were evaluated by human (Figure 5.2).
Each answer was evaluated with a score of 1-10 (1 - terrible, 10 - very good). Based on
the results it is possible to compare the performance of VQA models.

Question

What is the color of the flowers?

Model Answer Score
Oscar yellow 1
Pythia red 10
Question

How many bins are there?

Model Answer Score
Oscar 2 10
Pythia 1 1
Question

What is this place?

Model Answer Score
Oscar street 3
Pythia garden 3

Figure 5.2: Examples of images, questions and answers generated with VQA models from
custom dataset.
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Figure 5.3 presents results of custom metric for VQA. The averages for Pythia and
Oscar are 6.95 and 5.40 respectively. Based on these results the performance of Pythia
seems to be superior to Oscar, therefore, the Pythia is used for demonstrative application
and other experiments.
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Figure 5.3: Bar graph showing number of 1-10 score for VQA models Pythia and Oscar.

5.3 Image Captioning

The model Oscar requires (Section 3.2) fine-tuning so that it can be used for image cap-
tioning. The fine-tuning is done in two phases as proposed” by authors to improve the score
for CIDEr [60] metric. The proposed design was created for GPU with 32GB of memory,
but available was just GPU with 12GB. For this reason, the batch size for training was
reduced four times, but compensated by setting gradient accumulation steps to four. The
first phase is to train to minimize cross-entropy loss. The second is a Self-critical Sequence
Training [52] based on reinforcement learning, which should improve image captioning per-
formance.

The scores (achieved at fine-tuning on MS-COCO [39] dataset) from metrics such as
BLEU@4° (0.366 — 0.404) or CIDEr® (1.124 — 1.355) were improved. on the other hand,
the captions generated were significantly worse, than before the second phase of fine-tuning.
For the custom dataset, all of the sentences were no longer ended with a dot to indicate
the end of the sentence. Additionally, 83.78% of the last generated words were either a or
the. This finding was confirmed not only on the custom dataset (Figure 5.4) but also on
the validation split of MS-COCO. For this reason, the captions for the custom dataset are
generated with Oscar fine-tuned just with cross-entropy.

“https://github.com/microsoft/Oscar/blob/master/MODEL_Z00.md#Image-Captioning-on-COCO

®BLEU is an algorithm used in NLP for evaluating the quality of text-based on n-gram overlaps between
prediction and references.

SCIDEr measures how well a candidate sentence matches the consensus of a set of descriptions. The au-
thors claim, that this metric correlates better with human judgment than BLEU.
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Generated caption before CIDEr fine-tuning:

A church with a steeple and a mountain in the background.

Generated caption with CIDEr fine-tuning:

A building with a on a in the on a

Figure 5.4: Example of an image from a custom dataset to demonstrate Oscar image
captioning after the first and the second phase of fine-tuning.

Evaluation with score-correct-generic Metrics

The captions were scored by human using custom metrics called score-correct-generic,
which is custom created. The metric contains score of 1 — 10 (1 - terrible, 10 - very good)
for each image, which represents how well does each caption describe the corresponding
image. Because the score was not able to cover all the information, another part of this
metric was determining if the caption is correct at all with values of 0 or 1. Although there
is a positive correlation between the high score and the metric correct, these metrics are
not related to each other. Even though some of the captions were labelled as correct, these
captions could be missing the main reasoning of the image. Therefore, another metric was
added to determine if the captions are too generic with values of 0 or 1 (Figure 5.5).

Generated caption
A couple of cars parked next to each other in the snow.

Score Correct Generic

7/10 1 1

Figure 5.5: Generated caption for image from custom dataset. The caption is correct, but
human would probably mention that the cars have wheel clamps, hence the caption is too
generic.
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Results

The averages of results for image captioning are shown in Table 5.1 and distribution of
scores is visualised in Figure 5.6. Even though 78% of captions were labelled as correct the
overall average score is just 6.1/10. The reason for this ambiguity could be the high overall
genericity of captions. Based on these results image captioning is not able to obtain specific
details about images.

score 6.1/10
correct | 0.78/1.0
generic | 0.54/1.0

Table 5.1: The averages of custom metrics for a custom dataset (111 images).
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Figure 5.6: Bar graph showing number of 1-10 score for image captioning model Oscar.

5.4 Comparison of Obtained Knowledge between VQA and
Image Captioning

Hypothesis: VQA is not used in practice because the image captioning provides enough
useful information.

The purpose of this experiment is to find out if VQA provides more useful information
in comparison with image captioning. The participant is presented with a question and
a caption (Figure 5.7) for each image without seeing an actual image. The task is to answer
this question based only on the provided caption. All the data used in this experiment
are from the custom dataset. The participator provides an answer or answers unknown if
the caption does not provide enough information to be able to answer confidently. This
experiment consists of two main parts. The first is based on human-created captions and
the second uses captions generated with the Oscar image captioning model. Each of these
parts was performed by three different participants. Participants received a different set of
human-created captions, but the same set of generated captions. The results of these parts
were compared with answers provided by the VQA model Pythia (Section 5.2).
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Human caption: Generated caption:

A couple of bikes next A group of bikes that
to the road in the rain. are standing in the street.
+ +
Question: Question: Question:
What is the weather like? What is the weather like? What is the weather like?
Answer: Answer: Answer:
rain unknown rainy

Figure 5.7: Participant is presented with a question and either human created or generated
caption from custom dataset. Participator answers unknown if caption does not provide
enough information. Answers from participants were compared with answers provided by
VQA model.

Evaluation

Since the answers were not chosen from a set of possible answers, there was a significant
variety of possible correct answers. Therefore, if the results would be evaluated based on
ground truth answers, it would require many sets of ground-truth answers. Based on my
manual inspection, almost all of the answers other than unknown answered the question
correctly or very close to being correct, thus I decided to label as correct all answers other
than unknown. In other words, the results are based on the participant being able to answer
or not. The answers obtained with the VQA model as was described in the previous section
were labelled based on their score. The threshold for the answer to be labelled as correct
was set to score > 8 to also include answers very close to being exactly correct.

Results

The average portions of correct answers for human and generated caption were 58.1% and
46.2% respectively (Table 5.2). In comparison, 69.9% of answers generated with the VQA
model was labelled as correct. These results suggest that VQA is able to perform superior
performance to image captioning regarding specific details about images. Based on the
results was calculated x statistic measure as described in Section 2.5. Value of k for human
caption is 0.72, for generated captions it is 0.86. Finally for all the captions combined
k = 0.74, which could be interpreted as substantial agreement.
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Human caption [%] | Generated caption [%)]
Person 1 65.5 48.8
Person 2 55.5 43.3
Person 3 93.3 46.6
Average 58.1 46.2

Table 5.2: The portion of answers labeled as correct for each of the participants.

5.5 Reasoning over Images with VQA

Hypothesis: VQA can not be used without seeing the actual image.

The aim of this experiment is to find out if the reason why the VQA is not really used in
real-world applications is its inability to provide useful information on its own. The testing
with users showed that they would appreciate a combination of VQA and image captioning.
The results should show how well can be understood image from information obtained with
VQA without seeing the actual image (Figure 5.8).

Figure 5.8: An example of image, which is hidden to the participant.

A similar application as was used for testing with users is used for this experiment.
This time the application does not show the actual image. Apart from the application
participant is presented with a simple script. Upon starting the script user is presented
with 5 different captions, where only one of them is correct. The other four captions are
randomly selected from the rest of the dataset.

1. A tree next to the wooden cabin with the red roof.

2. Platform at the train station with blue sky in the background.
3. A tent covering sound equipment next to the statue.

4. People browsing Christmas sales on the street.

5. A red traffic light with trees in the background.
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The goal is to select the most appropriate caption for the image they are not able to
see. To reach this goal each participant is allowed to ask at least one but no more than
three questions using VQA (Table 5.3). Based on the captions above participant asked the
following questions. Upon manual inspection, I noticed the first one was rather generic to
try to narrow down the selection of captions. The next question focuses on determining
whether any humans are present. The last question is much more specific to confirm or
deny the third caption.

Question ‘ Answer
What is in the foreground? sign
How many people are there? | 0

Is there any statue? no

Table 5.3: An example of questions and answers from single participant for an example
shown in Figure 5.8.

After questions are answered participant must select one of the captions. Then a new
set of 5 captions is generated again for a new image and the whole process is repeated for all
the images. This experiment is performed by three people. Each of them receives captions
from a different set of captions in the custom dataset. All questions and answers from the
VQA model were stored in the log file.

Results

The results (Table 5.4) show a positive correlation between portions of yes or no answers
and the higher average of correctly answered. Between the participants is an apparent
difference in approaches. Upon manual analysis, it was found that one of the participants
significantly differs from others by asking more complex questions, which does not result in
yes or no answers. Based on the results, this approach leads to worse performance. From
correct answers k Fleiss (Section 2.5) was calculated. The x value 0.62 could be interpreted
as substantial agreement.

Correctly Yes/no answer | Questions | Question
answered [%] | to question [%] | per image | length
Person 1 77.48 75.17 2.68 3.98
Person 2 70.27 67.42 2.38 4.61
Person 3 64.86 35.34 2.55 4.29
Average 70.87 59.31 2.54 4.29

Table 5.4: The portions of correctly answered, yes or no answers, average number of ques-
tions out of 3 allowed and an average number of words per question asked.
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5.6 Summarizing Discussion

The issue with the second phase of fine-tuning of the image captioning model (Section 5.3)
could be caused by optimizing towards the proxy metrics which were never meant to be
optimized for. In fact, these metrics were proposed as a rough approximate to the human
evaluation, as it was found they correlate well with it. Solving this issue requires further
research.

Captions generated by the image captioning model are often able to capture objects
and some of their relations correctly or in a similar meaning. Nevertheless, these captions
sometimes suffer from missing the precise meaning of the given image and focus more on
other detail of such an image, which in some cases might be insufficient. This problem
could be partly solved by using image captioning together with VQA, which is able to focus
on specific details of the image. On the other hand, this combination adds complexity.
Image captioning requires no additional input other than an image, while for VQA it is
necessary to create a question. To obtain any useful knowledge, this question needs to be
well-formulated.

All these experiments were evaluated with custom metrics. Generated captions could
be compared with human captions by using metrics such as BLEU, but these metrics also
suffer from significant drawbacks. BLEU does not consider meaning, sentence structure or
synonyms. VQA answers could be compared with ground truth answers, but then again,
synonyms or similar words would not receive any score whatsoever. Used metrics are sub-
jective, but for the dataset smaller in size, human judgements are preferred.

Although questions for the experiment (Section 5.4) were the same for all of the captions,
the agreement  for human captions is significantly lower (human 0.72, generated 0.86).
The reason is that generated captions used were the same for all participants, unlike the
human captions, where each of the participants received a different set of captions. For the
other experiment (Section 5.5) the value of K = 0.62 is caused by the selection of captions.
Even though the correct captions were the same for all participants, the other 4 captions,
which were wrong, were selected at random. For this reason, the captions in this experiment
were different for different participants.

Results for the experiment described in Section 5.4 disprove the presented hypothesis
(VQA is not used in practice because the image captioning provides enough useful informa-
tion.). Based on this experiment, the VQA model is able to provide more knowledge about
the details of a given image, than a caption generated by an image captioning model. The
VQA model outperformed generated captions and also captions created by humans.

The other experiment’s (Section 5.5) hypothesis (VQA can not be used without seeing
the actual image.) is not supported by results. On average 70.87% of captions were chosen
correctly. This experiment took more than two hours for each participant to perform.
Although VQA is able to provide useful information even if the user does not see the image,
formulating and asking questions takes a lot more time than using only image captioning.

50



Chapter 6

Discussion and Conclusion

The objective of this thesis was to narrow the gap between research and practice. When
studying the actual usage of VQA in practice, I found applications that use image captioning
(IC), but I struggled to find ones that would use VQA. To find a use case for VQA,
I contacted the blind and visually impaired (BVI) community. I studied how they use
technology, and then I created a VQA demonstrative app and made it accessible to BVI. I
let them test the app, gathered knowledge with a questionnaire and created a smartphone
app. Based on the answers provided, the participants consider VQA to be useful. 80% of
them would appreciate it if their IC app also offered VQA. Some think that the focus of
the app should be specified either for implementation in a browser for online shopping or as
a smartphone app that could be used for orientation and localization or choosing clothes.
Although the overall rating was positive, these results could be biased for the following
reason. I communicated directly with about a dozen people from the BVI community. Some
of these people were willing to redistribute the app and questionnaire to their friends in the
community. For this reason, I do not have exact numbers on how many people tried the
application and how many of them filled out the questionnaire. Thus, a positive evaluation
could be caused simply by a situation where people who do not like the application are
not willing to fill in the questionnaire at all. I tried to find out if IC is used more often
than VQA because it is better. For this purpose, I created a novel dataset and designed
unique experiments. To summarize the results, VQA works better in terms of specific image
details. The disadvantage, on the other hand, is that, unlike IC, which does not require any
input other than an image, a well-formulated question needs to be added to VQA. While
preparing the experiments, I encountered a problem with fine-tuning the IC model. To fine-
tune the IC model, the authors used reinforcement learning to improve the performance of
metrics used for IC. Although metrics-based performance improved, the generated captions
were worse. Instead of refining models to achieve better scores on these metrics, research
should focus more on usefulness of presented approaches on the downstream tasks or in
practice. The results of this work open up new possibilities for further research. One of the
possibilities for future work is a browser extension for BVI. This extension could offer VQA
for any image encountered while browsing websites. Although 20% of respondents think it
could be used for browsing social networks, 45% of participants would appreciate such an
application for online shopping. Products online often rely on images and description does
not say a lot about the visual aspect of an item. This use case is even more important in
times when a lot of products are simply impossible to buy in person.
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