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ABSTRACT

The present thesis is focused on an overall degomipf water jets and air atomized jets for
cooling purposes using CFD methods namely ANSYSHENUD. It comprises two main parts
— the micro and the macro model. The micro modatems with a numerical description of
single droplet dynamics whereas the macro modds degh a numerical modeling of water
jets as complicated droplet structures emanatioigy solid stream nozzle and flat fan nozzle.
By and large, it is based on multiphase models @ser Defined Functions (UDFs), which
represents the background of the present thesimolt of cases, the presented numerical
models were compared either with experimental datmother numerical model.

In the first part, the theory of each of three mpilase models is discussed. The first one, the
Volume Of Fluid model (VOF), was used for simulatiof single droplet dynamics
designated as a micro model whilst last two muéiggh models, the Euler-Euler model and
the Euler-Lagrange model, were applied in the aafsenodeling of the entire water jet
structure, which is contrarily designated as a maandel.

The micro model concerns with a numerical studyfreé-falling water droplet. For small
droplet diameters~100um) the standard surface tension model (Continuunfa&e Force
model, CSF) was proved to cause significant unghygarasitic currents. Therefore, the
thesis is also devoted to surface tension as acsotarm of body forces imposed in
momentum equation, normal, curvature calculatiohratated issues.

The macro model covers a numerical study of dynamfcthe entire water jet structure i.e.
the space between the nozzle exit and the wall evtieg jet impinges. It accounts for the
complete geometry, for instance, support rollslad &nd a mold bottom of a continuous
caster.

Firstly, the physics of a solid jet impact onto@ plate was simulated using both, the VOF
and the Euler-Lagrange model. As regards the caisetie VOF model, a model for film
boiling was designed and tested.

Finally, both, the Euler-Euler model and the Ellagrange model, were used for simulation
of a flat jet horizontally spraying onto a hot slabide a confined domain bounded by support
rolls and a mold bottom. Concerning the simulatoth the Euler-Euler model, a secondary
breakup model was introduced based on the wavdéitstaibomization theory. Concerning the
Euler-Lagrange simulation, the dispersed phase rdmag particles) formed rather a
continuous phase in some places, and thereforeatngling between Lagrange particles and
the VOF model via UDFs was proposed.
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1 Introduction

By the word primary steel processing, we mostlyarathnd continuous casting, centrifugal
casting but also hot and cold rolling. Heat transdethe most characteristic and prevailing
process for all of them, which may be attended thyeroside processes such as solidification,
mechanical deformation, and oxidation and so onefigure perfect quality of final products
the cooling control is naturally desirable. It rega the cooling intensity to be optimized. In
majority of cases the needed cooling is providedabgys of nozzles in that the operating
fluid is the most frequently water but also mixtafeboth, air and water, and last but not least
different emulsions supporting better lubricatidmnmrking surfaces. In particular, it is the
cooling intensity that is responsible for the firgalality of product, and thus the cooling
system should be reasonably designed in terms tobmly suitable cooling but also energy
savings. Essentially, four different ways can bedut design a cooling system. Designers
often rely on their own experiences and proceadtinely. Another way is the using of some
of plenty correlations that were put together base@xperimental data and allow to calculate
heat transfer coefficient as a function of flow graeters. However, those correlations are
always restricted to a certain range of selectedmeters, hardly ever account for more than
one nozzle or even curved surfaces. The most gagattesd and precise method is seemingly a
laboratory experiment and the consequent inversk, tahich is capable of the thermal
boundary condition reconstruction. Performing gpexxments is however economically and
energy demanding; therefore, it gives a chance dmpitational Fluid Dynamics that can
simulate fields of velocities, pressures, tempeestunumerically provided boundary
conditions are correctly defined. It is CFD thathe background of this thesis and hopefully
brings new pieces of knowledge into cooling proldesolved numerically using CFD
software.

1.1 General description of issues to be solved

Imagine a hot steel plate of the thickness in oodenillimeters or centimeters with one side
exposed to a spraying jet that involves a verynsitee cooling. Thermal boundary condition
in the jet footprint and surroundings is naturalhknown, time dependent and changes along
with surface temperature, flow parameters and ghygroperties of the operating fluid. On
the other hand, other thermal boundary conditionsirad are either usually known or can be
easily defined considering some simplifying assuomste.g. an adiabatic wall etc.

The computational domain must be extended to flaglon i.e. the region where the jet is
spraying, so that the heat transfer can be solgedyuUCFD methods. The extension must be
sufficient enough in order to define accurate b@aupaonditions.

In solid region it is only the equation of unstedusat conduction to be solved whereas in
fluid region it is Navier-Stokes equation modifia two phase flow that has to be primarily
solved along with continuity equation. Further,réhare energy equation and equations for
turbulent properties in fluid region. Fluid regiomhich is described by several partial
differential equations, is obviously more complezhtin terms of numerical schemes than
solid region described only by a single diffusiaquation. According to underlying physics
and flow nature the most suitable multiphase modalbe selected that is however still rather
general and has to be concretized via extra subesutFundamentals of multiphase models
are briefly discussed in below mentioned chapt&ére computational model can further
become more complicated when phase changes oaumgéy have an impact on solution
stability since they play as source terms genenmaliyiost of foregoing equations.
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1.2  Survey on current state of knowledge in field o f numerical simulations

related to heat transfer and multiphase flows

First of all, the problem has to be defined. Thammaterest and objective of this study is to
come up with some practical numerical approachas dan be used for simulation of spray
cooling. However, before proceeding to generalmatf the problem into e.g. Lagrange or
Euler particles, it should be noted that the urylegl physics from the micro scale point of
view should be well understood. For these ‘micralesc problems several numerical
approaches can be used to capture nature of shtgace between the liquid and the
ambient gas. Later, three multiphase models areusled (Euler-Euler, Euler-Lagrange,
Volume of Fluid model). There are basically sevemain differences among interface
tracking methods i.e. methods that simulate twommre immiscible liquids. Numerical
schemes are either applied on a staggered gricer(Ewid) in that nodes do not change
positions (Volume of Fluid etc.) or a Lagrange dtel/el set method) that is free to deform in
the whole domain along with free-surface changegréangian methods have advantage over
Eulerian methods so that it explicitly calculatke position of interface, whereas in the case
of Eulerian methods the interface is reconstrudtech volume fractions. On the contrary
Lagrangian methods have significant problems withssnconservation compared with
Eulerian methods.

Here, a short survey on mainly single droplet proid solved numerically is given.
Following paper summaries of other authors giveoaarview firstly on physical issues
related to free surface flows solved mostly usinQFvmethod and secondly on numerical
modeling of entire sprays structure.

As shown later in next chapters, the Volume ofdrlmodel is most likely the most frequently
used interface tracking scheme; however, it gelyesaffers from the smearing of interface.
In Volume of Fluid model the volume fractions otteecondary phase are advected using a
scalar transport equation. The non-linear term lbardiscretized by several schemes. The
paper by Waclawczyk [1] concerns with the effect @durant number (CFL) value on
smearing of interface between two immiscible ligqui€ICSAM and HRIC discretization
schemes were considered. The first one depend®oratt number implicitly and was found
to give more precise results than HRIC for CFL §, @vhereas HRIC showed to preserved
better interface for CFL > 0.5. For VOF calculasan general the author claims that CFL
should be always chosen smaller than CFL < 0.5.rfJkstudied an effect of geometry on
numerical diffusion. Besides other things, he found that the value of Courant number
ranging between 0 and 1 still strongly influenche nhumerical diffusion especially for
perturbed meshes. For VOF calculations the recordewnalue of Courant number should
lie below 0.5. Butler [3] made a big progress winensimulated a 2D droplet with/without
gravity using lattice Boltzmann method (LBM). Urdikother conventional multi-phase
models, LBM does not calculate the motion of ambgas. It also employs staggered grid,
but it rather mark cells as empty those with thebiamt gas. Different wall boundary
conditions exist for fluid and interface cells.tms paper, effects of surface tension were not
taken into account and also the role of viscousderwas neglected. Doctoral thesis by
Ubbink [4] concerns a methodology capable of praaticthe topology between to immiscible
fluids on an arbitrary Eulerian mesh. The two fuale modeled as a single continuum with a
fluid property jump at the interface. A volume friao is used to identify fluids or the
interface. A new high resolution differencing scleewas developed to keep the transitional
area between the two fluids restricted to onewtlth and also to satisfy the conservation of
the flow properties at all times. Strubelj [5] sessfully attempted to develop an interface

2
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sharpening method for a standard two-fluid mathe@akmodel. His sharpening method is
based on conservative level set method. He tessechddel on Rayleigh-Taylor instability
case in that the more dense fluid was immersing anlighter phase due to gravity. For future
work he proposed model in that only large interfas@uld be sharpened. Several researches
attempted to couple the mass conservative Voluntduid method with Level Set Method in
order to handle more precisely with surface tensimminant flows and provide more
accurate information about the interface positdgood paper on this topic was presented by
Shepel [6], who implemented successfully the Lesel Method in the commercial system
CFX 4 and also FIDAP, which removes the gaseousgfram consideration. Models were
tested on the broken-dam problem and the collapsyiigder of water. Having of sharp
interface and knowledge of interface normal, curkeg are also very important in order to
apply surface forces such as surface tension. Afkijia concerned with a 3D 2 mm single
droplet impinging upon the inclined flat surface5s{4 with velocity of 1 m/s. For this
purposes the Volume of Fluid method was used tktiaterface. Height Function approach
was used for the calculation of second order ateutarvatures and surface normal. The
precise definition of interface allowed for morea@te simulation of surface tension effects.
The model also differed between the advancing heddceding angle.

Several papers came out with simulations of sidlgtglet impact onto hot surfaces. It is not
always only the Volume of Fluid model that is usedrack the interface between phases. The
paper by Pasandideh-Fard [8] presents a study padnof water droplets onto a hot stainless
steel surface within temperature range (50-120E9gn for temperatures around 120°C the
boiling did not occur, so it was not consideredhimtsimulations. The interface was tracked
using mass conservative VOF method. The main abgedf study was to simulate heat
transfer coefficient distribution along radial cdmate vs. time. The velocity varied from 0.5
to 4 m/s and the range of droplet diameters walsZ@® mm). It was shown that the impact
velocity only slightly enhances the cooling intépswithin tested range of velocities.
Francois [9] in her Doctoral thesis deals with gige of a micro-scale cooling design using
droplets as an operating fluid. It is a detailedneucal study on droplet impact utilizing the
immersed boundary method. Droplet spreading paexsm@nd heat flux from the wall are
primarily studied. Effect of grid size and most mfysical properties of droplet on droplet
spreading is discussed. The film boiling and ttangition from the nucleate boiling to the
film boiling after n-heptane droplet were succelbgfstudied in paper by Harvie [10]. A new
model named Bounce was developed that is compdstr &/olume of Fluid Model and a
one-dimensional algorithm used to calculate flowhwmi the vapor layer. Results were
compared with photographs from experiments. Theahwads also tested for the nucleate
boiling regime, it however failed to predict botie realistic droplet spreading and heat
fluxes. It was caused by the fact that there isadigd contact between the droplet and the
surface during the nucleate boiling. However, toeie model considered the vapor layer to
be everywhere. Another interesting work on the fdailing can be found in Ge’s paper [11]
in that the 3.8 mm droplet impinges with 1 m/s ohimt surface (200°C). The level-set
function was used to identify interface within siaged 3D grid. The surface tension was
taken into account via the Continuum Surface moted droplet dynamics was simulated in
3D whereas the flow within vapor layer was simulate two dimensions. Results showed
and confirmed peaks of HTC near the moving conliaet formerly presented by several
authors. One of fundamental papers on film boil;wthe paper by Welch and Wilson [12] in
that the VOF model with surface tension model wsedufor simulation of the rising bubble.
The interface was reconstructed using linear setgnemperature gradients were calculated
within each phase and heat fluxes for corresponttiagmal conductivities were determined
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consequently. The mass sources for vapor fluid wktermined based on temperature
gradients across interface.

The aforementioned papers dealt with the heatfeafrom a surface to a water droplet bulk.
The following summaries are given on papers comegrwith evaporation from the free
surface. Frackowiak [13] in"2 International Symposium on Non Equilibrium Proesss
presented a model for evaporation from dropletas@s for high dense droplet loaded flows.
He considered a coupling between the macro modelxtdrnal aerothermic field and the
micro model simulating flow inside the nozzle. Badroplet in the macro model is
considered as a sphere with a constant radius asitign dependent vapor flow rate with
radial and tangential velocities. Tangential veiesi are determined from the simulation of
flow inside the droplet whereas the radial velestare determined based on vapor theory.
The shear stresses on interface and heat fluxiison is deduced from the calculation of
the external field. Yuan [14] studied natural castian and forced convection film boiling
around a stagnant and a moving sphere, respectiedyVolume of Fluid Method based on
piecewise-linear interface reconstruction was usedrack the interface. However, it was
modified in the way that a double staggered grid wsed instead of a single staggered grid.
He claimed that a collocated grid arrangement issn@able for interfacial flows, which is
the case of film boiling on droplets. Velocitieg atored in face centers whereas pressure is
stored in the cell center. The second grid is sbeshthat it has its corners in cell centers of
the first grid. Pressures are than stored in csroérthe first grid. The basic idea is that if
velocities of the first grid are parallel to fadess there is no mass flux through this cell; there
is still contribution of mass flux into the secogdd. The evaporation model for droplets at
low Weber numbers depositing on hot surface wasenigally studied in excellent paper by
Strotos [15]. Wall temperatures were consideredoup00°C, and thus the evaporation took
place only at droplet free surface. The Volume loidcmodel was coupled with Fick’s law
that uses the local vapor concentration as a dyivamce for evaporation. Also model by
Spalding was tested; however, it requires certaowiedge of flow conditions around droplet
and reference length, thus Fick’'s model should d&lpreferably. Cao [16] studied an effect
of vapor layer on drag coefficient in both, lamirarturbulent regime, around the droplet
falling. The laminar regime is found around thedieg edge while the turbulent regime is
induced in the wake. Several correlations for estiom of drag coefficient were established
and the drag coefficient was shown to decrease whernvapor layer is formed. A rather
theoretical contribution on the evaporation of detgcan be found in Gubarev’'s paper [17].
The problem was solved using modified equationeatitonduction for two phase mixture in
that the droplet stood as a heat sink. The ran@el@um) of droplet diameters was tested
with the initial temperature of 10°C. The surfaeenperature of the hot plate was 1000°C.
Different droplet-to-surface distances were calagda (0.1-0.4 mm) and also other
information such as the time necessary for the ¢et@pgvaporation of droplets, the time of
heating droplets, and vapor layer thickness weatuated.

When the droplet impinges onto the flat surface,diinamics of the subsequent spreading is
driven by the advancing and the receding anglé@htoving contact line. The droplet impact
(diameter of 2.5 mm), the spreading, the recoiliagd also the rebounding process were
studied in paper by Gunjal [18]. Also in this wotke VOF technique was employed
considering surface tension effects via Continuwnrfgge Force model. A range of Reynolds
numbers (550-2500) was studied. Oscillation proadsdroplet calculated using numerical
procedures however did not agree with experimetiédh. Different contact angles were
tested to study the wetting of Teflon and glasdases. Ganesan [19] modeled a droplet
spreading on smooth flat surface considering a miymacontact angle. The Arbitrary

4
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Lagrangian Eulerian approach, which advects therfexte explicitly, was used to solve the
problem. Either the advancing and the recedingamrangle or the equilibrium contact angle
can be input. Instead of no-slip or free-slip baanydcondition, the slip with defined friction
was used. Other very detailed information on mowagtact lines can be found in papers by
Hocking [20], Cox [21]. Valuable information abodynamic contact angles of plenty of
liquids can be also found in the thesis by Renabd&f]. Kandlikar [23] studied the
dependency of the dynamic contact angle on theeastng temperature of the surface. For
example, in the case of water droplet impingingoostainless steel the behavior of the
dynamic contact angle is as follows. Below tempeest 140-150 °C, the advancing contact
angle is approximately 125° whereas the recedingacd angle is around 50°. When this
temperature range is reached, a jump in the regesiigle is observed to the same value as
the advancing contact angle and the transitiohedobiling regime is observed. Lunkad [24]
in his paper presents VOF simulations of a dropfgiact on an inclined or a horizontal
surface. Droplet diameters were ranging from 1.8.®mm and impact velocities were in
range of 1.00 — 3.25 m/s. The standard VOF mod€&luent along with Continuous Surface
Force was used. Each simulation was performed vath, the static and the dynamic contact
angle. Dynamic contact angle was adjusted baseexperimental data and a User Defined
Function was employed to define this time dependsmttact angle. The spreading and
sliding regimes of droplets on inclined surfaceseyaredicted well using the static angle. The
regimes of splash and rebound were however not.

All aforementioned simulations were done either fmv or medium Reynolds numbers.
Several authors published results on high speedletranpacts. Interesting results on high
speed water droplet impact can be found in papddddier [25] in that the droplet impact is
simulated within Front Tracking Method using twgasate grids. The first one is a staggered
Eulerian grid and the second Lagrangian grid iskied with wave fronts. Results show a
prompt jet spreading immediately after the firsbmlet contact. Results further confirm
Heymann’s previous proposals on the maximal impaessure near the contact line. It was
also shown that the droplets cavitates in someiqmatof its bulk. A high speed droplet
impact (186 m/s) on hot surface (600 K) was sinadatising the Lagrange algorithm with
moving unstructured triangular mesh coupled witlapor layer model. The model is capable
of the radial jet spreading prediction and alscculates the wave propagation inside the
droplet bulk. The model is suitable for simulatinigh-speed impacts on either cold or hot
surfaces. A high speed water droplet impact (30§ drboplet diameter of 2 mm) was solved
by the finite element solver Dyna3D in paper by &dl26]. The objectives were to study
mechanistic principles of rain erosion in aerorautiTherefore, only droplet dynamics was
simulated and also deformations of substrate wensidered. On the other hand, the flow of
the ambient gas was not solved and also any haatfér was not taken into account. The
computational grid was dynamically changing itsipas and the boundary condition in each
surface node was updated. This approach with daigrmeshes is not suitable for highly
distorted meshes, moreover, when there is no rangesmployed.

The whole aforementioned overview summarized nuwaénmnethods for modeling of free
surface flows. Different physical problems weredstd such as the advancing and the
receding angle at the contact line, evaporatiom toiling, distribution of heat transfer
coefficient, wave propagation, impact pressure ktdhe following lines there are several
papers summaries given about numerical modelingeotvhole jet, the spray pattern.

Cho’s paper [27] covers the cold flow modeling e tRunout Table in Hot Strip Mill,
verified by experimental data. The water patterrtteeymoving steel strip was solved using
the VOF model and pressure distribution on the strall was evaluated. Simulation of the

5
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cold flow gave satisfactory results when compareih wxperimental data. However, heat
transfer was not simulated. Also in other papeKimju [28] the VOF model was used to
simulate the entire jet; however, it was the sulg®érjet that was studied and thus it was far
from modeling of complicated water structure. Thberaerged jet of diameter of 20 mm was
studied in film boiling regime. The surface tempgaras were ranging from 400K to 1300K.
The VOF model was enhanced by source terms fofatimeation of vapor. His simulations
gave good results. Right underneath the jet, nmwdipm occurred due to jet dynamics.
Several diameters further the constant vapor filas wbserved until it started breaking up
into vapor bubbles.

In Narumenchi’'s paper [29], the nucleate boilinghivi submerged jets impinging onto a hot
surface (120°C), with R134a and boiling water a®perating fluid was solved using CFD
code Fluent using the Euler-Euler model modified oirder to account for the bubble
generation, bubble departure frequency, the heattla®m momentum transfer, and also the
dissipation of turbulent properties. It should lodeml that free stream temperature of the bulk
corresponded to saturation temperature, and tieuswtidel did not simulate bubble collapse.
In most of papers authors however inclined to sfsnpomplicated jet structures and to use
Lagrange particles instead. The modeling of jeastastl with optimization of diesel sprays a
long time ago. Mostly the well-known Lagrange basede KIVA was used for modeling of
evaporating dispersed jets and it developed intopthwerful tool, which was later modified
and used as an optional model in new incoming F\dgked codes like FLUENT, STAR-CD,
CFX etc. For example the paper by Senda [30] deglfsa process of diesel spray impinging
on a flat wall with a high temperature. KIVA origihcode was used and modified to account
for a dispersion process on the wall, a breakupnpfnging droplet, and also vaporization of
droplets with the temperature above the saturat@nperature. Note that diesel jets are
diametrically different compared to cooling jetdahus their behavior must naturally differ
consequently. The main differences are the feegiressure, the orifice diameters, and
physical properties of operating fluid.

Similar scenario can be found in paper by Grovéj {8ho also stuck to KIVA code. In this
case the evaporative solid cone spray impingingnatly onto a flat plate was solved and
results were verified experimentally. The model waxslified in order to improve prediction
of the spreading rate of liquid and vapor phase asd to account for viscous dissipation at
high Weber numbers. The wall boundary condition b&sed on single droplet computational
studies and considered one wall film parcel and feplashed droplets. This model was
shown to give better results than the model by §end

Yao [32] issued a valuable report on a transpoenpmenon of small droplets <<50 um
using both, experimental and numerical techniquegnoigh the main objective of the work is
to contribute into the field of fire suppressionbiings important information on how a bulk
air flow affects momentum of droplet mainly aroumlostacles in flow. Droplet segregation,
aggregation is numerically studied using Euler-laage approach.

In Tonini’s paper [33] the Euler-Lagrange model wiaveloped to simulate dense sprays in
diesel jet applications. When the dispersed phaasding is low enough usually less than 10%
of cell volume, than the standard Euler-Lagrangelehcan be employed. The basic idea in
paper is to calculate a volume fraction of the dispd phase in the current cell. If the total
volume of dispersed phase is higher than the cuoelhvolume, the volume fraction of the
current phase is set to 1 and the rest of dispgrkadge volume is assigned to liquid fractions
in surrounding cells based on the parcel-to-cdlitnee distance. Afterwards, in between
Euler time steps cell-virtual variables are updatsihg mass, momentum, species, and
energy source terms. Different mesh densities aw#ndynamic refinement were employed
in order to test mesh sensitivity and convergersd&bior.
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Bhattacharya [34] developed the analytical modeltf@ evaporation process during Ultra-
Fast Cooling in Runout Table of Hot Strip Mill bdsen simulations using Discrete Phase
Model (DPM). The aim was to reveal whether spragpevating cooling has a sufficient
potential to achieve the remarkably high striplirgprate (300 °C/s), in lieu of conventional
laminar jet impingement cooling. DPM model was sssfully modified, so that there was
only vapor presented in first fluid layer on thessurface and its temperature was kept at
strip temperature throughout the evaporating pad@sly boiling law was activated as soon
as the Lagrange droplet hit the strip. The highlingaate of 300°/s could become real with
droplet diameters less than 70 pm. It should bedttat the cooling rate was not obtained
from simulation comprising spraying jets in the whdomain. The cooling rate was rather
derived from DPM calculation in that only one smglroplet was floating on the hot surface
until it was completely vaporized. Then a correlatwvas developed to estimate the cooling
intensity.
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2 Multiphase models in CFD

2.1 Numerical modeling of interfacial flows, Volume of Fluid method

So far several interface-tracking procedures weitdighed in papers and most of them were
developed to deal with a specific problem. Somehowt were due to their robustness and
versatility implemented into commercial softwarenéng these methods one could name e.g.
the front-tracking method [35], the boundary inedgmethod [36], the phase-field method
[37], the Second Gradient method [38], the Levdl8ethod [39], [40], the Volume of Fluid
(VOF) method [41], [42].

According to the published papers, the most ofteaduinterface tracking procedure is
evidently the Volume of Fluid method (VOF). Thenefpit is briefly discussed here.

The volume of fluid method (VOF) is based on a fioxtF whose value is unity at any point
occupied by fluid e.g. water and zero otherwise aig[41], [42]. The VOF model does not
allow for void regions where no fluid of any type present. The average value of F in a
computational cell represents the fractional volurhéhe cell occupied by the fluid, while a
zero value indicates that the cell contains nalfl@ells with F values between zero and one
must then contain free boundary.

E= Vsp Eq1

cell

In addition to defining which cells contain a boang the VOF method defines where fluid is

located in a boundary cell. The normal directionh® boundary lies in the direction in which

the value of F changes most rapidly. Although Faistep function, its derivatives are

computed in a special way. Finally, knowing boté tiormal direction and the value of F in a
boundary cell, a line cutting the cell can be carded that approximates the interface there.
This boundary location can then be used in settmgndary conditions. In addition, surface

curvatures can be computed from the F distributidren surface tension force must be
considered.

The time dependence of F is governed by a conyimagjtiation

0 0 . .
E(Fp|)+&(|:p|ui):mg| _mlg+SF’ Eq.2

where m, is the mass transfer from secondary (liquid) phaseprimary (gas) phasg m,

is the mass transfer from primary phast secondary phade S. denotes a source term,
which normally equals zero.

The volume fraction equation is not solved for phenary phase (gas, air). The primary phase
volume fraction is difference between unity and fractional volumeF occupied by the
secondary phase (liquid, water).

A single momentum equation is solved throughoutktwain, and the resulting velocity field
is shared among the phases. The momentum equsiti@picted below.

Ju Odu
ot ox. ' A

J

2
_l@w 0°u, Eq.3
P 0X 0x; 0X;
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It must be noted that the momentum equation ismbgr@ on the volume fractions of present
phases through the propertiesandu. These are then derived from the knowledge of the
fractional volume~ and they have the form as following:

p=pF+A-F)p, Eq.4
H=F+QA=-F)u, Eq.5

This mass weighted definition of material propertiesults from mass conservation and
surely should be more precise than e.g. the volweighted definition. On the other hand, the
expression for mixture viscosity is an approximati®here can be found different approaches
in literature that are discussed later [6].

2.1.1 On stability condition — time step size

Firstly, the time step must fulfill the CFL conditi due to the convective terms of
the Navier—Stokes equations. This convective stalgbndition is given by the following
formulation:

CFL > CLAL, Eq.6

Generally, CFL should be less than unity. Howet@r,VOF calculations it was shown that
CFL should be rather below the value of 0.5.

Secondly, the explicit discretization of the sugaension term induces another restrictive
condition. This surface tension induced stabiliydition ensures that the capillary waves on
free surface will be not amplified. Most of numatienodels employing the CSF approach
use the formulation by Brackbill [43] which is givas the following:

Eq.7

The Brackbill’s stability condition is linked witthe density; however, it does not take into
account the viscous term. When the inertia phenomésneglected the capillary time step is
defined as follows:

A, ~c, LA Eq.8
g

The combination of Eq.7 and Eq.8 comprising cortstad and c2 formulates the capillary

time stepmﬂ as follows:
At, = O.S(At” +,/At) +4At§) Eq.9

The computational time ste®t  is then the minimuomfiboth, the convective time sté}gc

and the capillary time ste‘ﬁtﬂ .
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At <min(At_,At,) Eq.10

In [44], only low and medium Reynolds numbers wesasidered, thus, the only constant c2
was crucial. The damping of capillary waves waseold for the constant c2 equaled to 4.
Although authors noted that it depends on the dlyos used.

2.1.2 Reconstruction of interface from fractional v olume F

Two immiscible fluids are separated by the intezfaetween them. Since the interface is not
explicitly calculated, it has to be rather recomsted from volume fractions available within
each cell.

The geometry reconstruction is one possible way howidentify the interface. First
reconstruction scheme so-called Donor-Acceptorraeheses standard interpolation schemes
such as the upwind scheme to calculate face flthhesigh cell faces, but a special procedure
is used to prevent numerical diffusion of the ifaee. Donor cell offers a certain portion o
liquid to the Acceptor cell, thus that the amouhliquid is limited by the filled volume in the
Donor cell and by the free volume in the Acceptat. Another more sophisticated scheme is
the piecewise-linear in that the interface is repnted as a linear segment in 2D and a planar
segment in 3D. This scheme preserves the thiclofdbe interface within one cell thickness;
however, in some cases it suffers from a poor cgyeree.

Apart from geometry reconstruction schemes theeeddferent procedures for the capturing
of the interface position. Unlike geometric intedareconstruction methods, high-resolution
schemes do not introduce geometric representafidimecinterface. The interface position is
captured wusing high-resolution advection scheme€SBM (Compressive Interface
Capturing Scheme for Arbitrary Meshes) [4] and HRHigh Resolution Interface Capturing
Scheme) [46]. Both are based on the normalize@blerdiagram NVD [47]. High resolution
schemes were built to assure lack of the numeditalsion and compressive character i.e.
sharpening of the step interface profile.

NVD is based on the convective boundedness cnitef@BC) that states that the variable
distribution between the centers of the neighbodhoantrol volumes remain smooth.

0, ¥ /
. DD

<

Fig.1 a) Boundedness criterion, U upwind, D donor, A atoecells, b) NVD, shaded
region indicates where CBC is satisfied

10
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§ =% Eq.11
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CICSAM is the combination of the HYPER-C scheme] [@5d the ULTIMATE-QUCKEST
scheme [47]. Moreover, there is added another gasamabout the dependence of the region
where the CBC is satisfied on the CFL conditionL@Bndition is included implicitly. The
HYPER-C scheme employs downwind differencing schemdile the ULTIMATE-
QUICKEST scheme employs the third order accuratéGBU Whether the first one or the
second is used, it depends on the angle betweeérvertor normal to the interface and the
unit vector parallel to the line between centershef donor D and acceptor A cells. When
interface position is normal to the direction oé thow so called blending factaf is set to
unity and HYPER-C scheme is used. In the caserufetatial orientation of the interfagé
equals 0 and ULTIMATE-QUICKEST scheme is employed.

~ ~ ~

D, :yf¢CBC+(1_yf )chUQ’ O<y, <1 Eq.13

Similarly to CICSAM, HRIC scheme is also based bb& NVD, however, CFL condition is
defined explicitly. Again the blending factek is introduced, to switch smoothly between the
DDS and UDS schemes.

@ :yf¢DDS+(1_yf)cDUDS’ O<y; <1 Eq.14
Blending of the UDS and the DDS schemes is dynaamd:ch is corrected with respect to
the local Courant number. The goal of this coroectis to force continuous switching
between schemes also in time domain.

One can notice that main difference between theSBIM and the HRIC are the order of
accuracy of the component schemes. However, eatheaf is just first order accurate in
complete formulation. Since the HRIC dependencetten CFL is explicit, it should be
rationally less sensitive on the value of the Gallrant number.

Waclawczyk [1] showed that the cell Courant numdtesuld be chosen smaller than 0.5 no
matter which scheme is used.

2.1.3 Level Set Method as alternative for interface  sharpening within VOF model

In previous chapter different procedures for theriiace reconstruction were discussed. In
some cases the sharpness of interface cannot Imtamad using aforementioned schemes.
Therefore, other suitable procedures must be ermagloyhe one of prospective ways is the
coupling with Level Set Method (LSM) that is aclyad stand-alone interface tracking

method that explicitly calculates the interface ipas. Here, the LSM fundamentals are

introduced.

In the Level Set Method, the interface betweentie phases is represented by a continuous
scalar functiond(x,t), which is set to zero on interface, positive oe sitle, and negative on
the other. The functio®(x,t) is called level set function and is typically eefil as the signed
distance to the interface. When the interface \@etd by the flow, the evolution of the level
set function is given by

11
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a£+a_cbui =0 Eq15
ot 0x

It should be noted that the Level Set Method iditi@nally solved in non-conservative form.
Since it is not keeping with conservative FVM meathsed in this work, it will be further not
discussed. The conservative form of the fluid flamd level set interface-tracking equations
have been used and validated e.g. by Sussman ahketP|48] in the coupled level set-VOF
method.

When solving the advection equation (x,t), the level set functio(x,t) stops to be the
signed distance from the interface, even if it roperly initialized in timet = 0 sec.
Consequently, both level set function needs toetialized regularly, preferably at every
time step. An efficient method to do this was pregmb by Sussman and Fatemi [49], and is
based on solving for the steady-state solutiomefiollowing equation

0o

0X;

Eqg.16

0
5t SIgr(CDO)(

o® —1} =0,(d)
0X

wherezt is a timelike variable, thus, it is different frotine physical time. @q is the initial
distribution of the level set function before rémiization, andl is a correction coefficient
calculated in such a way as to ensure mass corggrva

In the interfacial flows, where two fluids are pees the density and viscosity are typically
interpolated across the interface as follows:

p=p +(p, = p)H, (D) Eq.17
/’1:/'[|+(/'[g_/'1|)H£(¢))’ Eq.18

whereH.(®) is a smoothed Heaviside function and is expressethe following formulas
[50]:

0 if ®d<-¢ £0.19
H, (0) =1 (@ +&)/(2¢) +sin(mp/ £) M(2m) i |d]<e,
1 if d>¢

wheree is a small parameter of the order of the size miesh cell close to the interface.

2.1.4 Modeling of surface tension

Surface tensiow is an attractive property of the surface of aitiqut causes the surface
portion of liquid to be attracted to another suefasuch as that of another portion of liquid. It
has the dimension of force per unit length [N/m]pbenergy per unit area [51].

Surface tension effects do not mostly play an irtgrdrrole in interfacial flows, however, it
should be always determined based on the valuewof dimensionless quantities: the
Reynolds numbeReand the capillary numbé2a, or the Reynolds numb&eand the Weber
numberWe

For Re<<1, the quantity of interest is the capyllaumber:

12
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Cazﬁ Eq.20
o

whereU is the free-stream velocity. Surface tension ¢ftemn be neglected if Ca >>1. For
Re>>1, the quantity of interest is the Weber number

2
We= pbU Eqg.21
o

Surface tension effect can be neglected if We 521. [

The first usable surface tension model developedvimume of Fluid method, Level Set
Method and Front Tracking method (FT). It is thenteouum surface force method (CSF)
designed by Brackbill et al [43]. The force at theface is expressed as a volume force using
the divergence theorem. It is then applied as acsoterm to the momentum equation. It has
the following form:

o OF Eq.22
0x,

F_ =9 55o. + 5
t 0'5pg+pl

wherex is the surface curvature, defined in terms ofdivergence of the unit normal.

=N Eq.23
0X;

The CSF method tends to generate unphysical flepufious currents”) near the interface

when surface tension forces are dominant. Theseosigucurrents are best illustrated in the

limiting case of an inviscid static drop in equiliom without gravity where Young-Laplace

equation applies.

pp=o o Eq.24
0X;

1

The major reason for the spurious currents is aemizal imbalance of the surface tension
force and the associated pressure gradient. Ircahéext of sharp interface representation
techniques such as VOF and FT, several studiesgrap®sed different ways to reduce these
spurious currents by either improving curvaturenggtion, improving the flow algorithm, or
by combining better algorithms with interface cuuras estimation.

The order of magnitude of the spurious velocitigscan be estimated with respect to the
surface tension coefficient and the dynamic vidgosiof the droplet [53][53]. It can be
calculated using the following formula:

Eqg.25
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whereC, is a constant, which depends on the quality ofrinerical modeling of surface
tension forces. The ideal value ©f is zero; however, typical values lie betweer? 20d 10
10

Recently, ghost fluid methods (GFM) have been psedoto impose sharper boundary
conditions on embedded boundaries. Since GFM reduowledge of the distance from the
interface, and since this information is naturairried in LS methods, GFM have been
applied successfully to model interfacial flow wgtrface tension [54h conjunction with a
LS technigue. However, results in [Zk0 show a persistence of spurious currents dsawel
a loss of mass conservation.

The CSF method describes the discontinuous intatfacessure jump as smooth, while the
GFM method describes the discontinuous interfgmiassure jump as sharp. Thus, the GFM
represents the sharp ST model (sharp surface foi88F). As mentioned above, the GFM
method requires the knowledge of the distance foneb. The pressure jumpk is applied
only when® changes sign.

To simply illustrate the GFM method, 1D examplsl®wn in Fig. 2. Usually, 1D Laplace’s
eqguation is solved and is given by the followingnala:

3P _q Eq.26

X

P =P _ P~ Py -0 Eq.27
AX? AX?

However, when the jump boundary condition acroﬂ;erﬁace[p]: A is present, then the
Laplace’s equation is modified to:

Pis _[p]_ Pi_ P~ Pa -0 Eq.28
N N
Pu-P_PB-Pa._ A Eqg.29
A NS
- s 4 :
Al
(@]
kol

Fig.2 1D example of the GFM method

14
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2.1.5 Different ways for curvature estimation withi n VOF method

Basically, curvature estimation is determined kg tiethod of an interface reconstruction. If
a piecewise linear interface calculation (PLIC)][&5used, then the normal to interface is a
priori known because of linear interface approxiorat

Unlike a geometric reconstruction schemes, if &edbiht interface reconstruction scheme is
used, the interface normal and the curvature dmeedkin the different way.

The simplest estimation of both, the interface redrand the curvature, is computed from
local gradients of volume fractions.

n =9F Eq.30
)¢

This approach is more likely inaccurate since thieiwme fraction function is a discontinuous
function. However, it is still used in some commalr€FD software such as ANSYS Fluent,
etc.

Height Functions (HF) for normal estimation

The height function HF technique [56], [57] giveona accurate results as regards the
interface normal. The orientation of the interfasedetermined from the normal vector
which is evaluated as gradient of volume fractior2D, a 7x3 stencil is constructed around a

cell (i,). If ‘ny‘ > |nx| height functions are constructed by integratintune fractions in the
vertical direction as

j+3

Eq.31

h; :ZFi,jij a
i-3

wheredy; denotes the mesh size in y-direction. The heighttions are then used to compute
the curvature at the center of the ¢gj):

hxx Eq32

wherehyy andhy are discretized using second-order central difiegs:

LV FILEY Eq.33
. AX?

h LLET B Eq.34
g Ax

The normal n to the interface at the center otciie(i,)) is calculated as:
oh Eq.35

N =1 ox
-1
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Curvature derived from VOF function convolved with smooth kernel

Other way how to define the interface normal arel ¢hrvature is based on the low-order
kernels widely used in the smoothed particle hygnadhics (SPH) method [58], [59]. It

gives good smoothing properties for smoothing leagif twice the particle spacing. The
cubic B-spline which has continuous first and selcderivatives is used for smoothing of
volume fractions and is given by

2 3 Eqg.36
4—0 1—6(LJ +6(LJ if L< 05 d
r Yy 14 14

3
K(r,y):i2 @(1—LJ Fl<10
14 i 14 14
0 otherwise

Given the kerneK and the smoothing length a smoothed volume fractida field Fis
defined by

IEi,j :;Fk,quri,j _rk,l‘7y)dey: K F Eq.37

The interface normal is then defined by

ni = a_K[C’a_Km Eq38
ox ay

The curvature is written in term of

1(n,9n| n,an| (an| 9n| Eq.39
K=—| X104 ¥ - +
Inf{|n;| ox |n[ oy ox oy

DAN, DAC model

Both, Direction Averaged Normal model (DAN) and @&idtion Averaged Curvature model,
are the other possible technique how to deternmiieenbrmal and curvature of the interface.
The rough approximation of the normal is first abéa using discretization of the field.
Then it needs to be improved that is done by stedalistance functiori. Since DAN
approach is not conservative (the volume fractiel fwithin the reconstructed interface does
not have to be identical to the original field)ush further correction is needed with respect to
the mass conservation.

The calculation of the curvature is done using Di@del. It does not require any iteration
process, however, it requires wider stencil arotimal cell of interest. Both models were
claimed to be second-order accurate [59], [60]].[61

16
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Reconstructing distance function for curvature estnation

Further, reconstructing a distance function metfRidF) [62] is another rather new approach
how to calculate both, the interface normal anddimvature. It is based on the construction
of the distance functio for cells in a local region near the interfacer Bee purposes of
constructing the distance function, the gab deemed to be a interface cell if

|DF| B Eqg.40
AX

where [JF is gradient of volume fraction defined using seconder centered differenceB.

is a scalar parameter set to 0.01. For any(cgllwith centroid coordinate;, ;) in local

region near an interface cej] simple geometry is used to find the normal disgafrom

piece-wise linear interface in celto cell(i,)).

Dy, =SD(x, — xS +(y, = va) . Eq.41

where

yA = ngy(ngxxl + nngl)+( ) yl] XI] Eq42

QX gy
N, Eq.43
XA = ngx(ngxxl + nngl)+ (1_ nSX{Xij - yij ng J

9y

andSD s the sign of the distance function and is gilsgn
SD=signln, (%, = X,,)) Eq.44

wherexiy: is the centroid of the line segment in agland (Xi,Y1) is any point on this line
segment. For every cell (i,j) in the vicinity oktlnterface, a distance calculation to all nearby
interface cells is performed, giving a distariee constructed of weighted contributions from

all nearby interface cells:

Jg EQ.45
2 W; Dy
— 9
T
2 W
9
whereW,; is the weighted function and is defined as follows
ngj =F ( )qcosegu‘) Eq46

where @ ; is the angle betweeX ; and the interface normaj. The illustrative scheme of

the relevant geometry is depicted in Fig. 3. Bokie, five-point and nine-point stencils are
used to compute the normal, however, the nine-psigncil was found to be more accurate
with respect to error norm results. TAeconstant equals to 25. Lower valuesfofvould

17
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degrade the accuracy. Higher valuesfofshow better convergence ¢fid|, however,
additional oscillations appear.

\

intertace

cell g

Fig. 3  Scheme of the geometric quantities needed to reeachshe distance function near
an interface cell g

Summary

In most VOF methods, the interfacial normal veaesogstimated asIF which often results in

a poor estimate of normal, simply due to the féeit the volume fraction functioR is a
discontinuous (Heaviside) function.

To combat the volume fraction based curvature prob| three approaches are plausible: (1)
map the volume fractions into a function that isrenemoothly varying so that standard finite-
difference stencils can more precisely capturevir@ation of functionF. It is provided by a
convolution integral with a smoothing kerri€l (2) specialize the second-order derivative
estimates via a more geometrically-based operatdris focused in the interface cells. (3)
combine both, category (1) and category (2) tocitagh frequency aliasing errors.
Generally, HF method is best when product of btitl,curvaturex and the mesh sizAx,
are sufficiently low, otherwise either the convadat technique or RDF method should be
used. According to this fact, it is possible toigessome reliable method which switches
between HF and RDF methods. This hybrid combinatoght be convenient especially in
case of more complex interface topologies.

For problems within unstructured meshes, only the fiethod and RDF are possible. HF
methods, DAN, DAC methods can be only used withincsured meshes.

2.1.6 Contact angle, contact line motion

The contact anglé, is the angle between the solid surface and tigetat line drawn against
the droplet surface [22]. Depending on the valuthefcontact angle, wetting is characterized
as complete wetting (wheh= 0°), partial wetting (when 0° & < 90°), and dewetting (when
6 >90°).
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The point where the three phases (solid, liquidl @@por in Fig. 4) meet is known as the
three phase boundary. Young's equation repredemtelationship between contact angle and
interfacial tensions:

0-3 _US .
cosg=T5 "% Eq.47

0"9

where os,, 05 and o, are the interfacial tensions of solid-gas, salighd, liquid-gas,
respectively.

Wetting is classified into two different categoriegjuilibrium or static (equilibrium contact
angle), when the three phase boundary is statip@eny dynamic (dynamic contact angle),
when the three phase boundary is moving.

a)

normal surface \

b)

contactangle

hydrophobié surface

Fig. 4 three phase contact line; a) wetting surface, lgrbphobic surface

The one of methods to measure the equilibrium abraagle is the sessile drop method. The
one of widely used techniques to experimentally suea the dynamic contact angle is the
direct optical visualization employing high speesimera to catch fast changes in contact
angle.

The dynamic wetting phenomenon is important in mousg industrial and natural processes.
When a fluid is displacing another immiscible fluad a solid surface, the point at which the
three phases meet is known as three phase bourflamg three phase contact line is in
continuous motion, it is called dynamic wetting.eT&ngle between the moving contact line
and solid surface is defined as the dynamic coraagte; depending upon the direction of the
contact line movement, it is classified either las advancing contact angle or as the receding
contact angle. When the three phase contact limaoiing in the forward direction (solid
goes into the liquid), the dynamic contact angleersned as the advancing contact angle, and
when the contact line motion is in the reversedatioa (solid comes out of the liquid), it is
called the receding contact angle.
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Hydrodynamic model

It is @ macroscopic model [21] which considers thatthree phase contact line motion is due
to viscous dissipation, assuming the bulk visceoigsidn is the main resistance force for three
phase contact line motion. This model does not saltid surface properties into account. For
solid-liquid-gas systems, the hydrodynamic modgiven by the following equation:

ggzgg_gﬂl L Eq.48
) =(e) 9% |

where 0d, 6s are dynamic and equilibrium contact angles, msmdy. n is the liquid
viscosity. U is the three phase contact line spegds the liquid-gas interfacial tension. L is
the capillary length, Lis the slip length. In Eq.48, the positive signfas the advancing
movement and the negative sign corresponds toetteding movement of the contact line.
Natural logarithm is considered to be a fitting graeter. The capillary length L can be
calculated from

L = /Zalg Eq.49
A

As regards the size of the slip regiog the value of L is generally assumed to be 1-2
molecular layers over the surface.

Molecular-Kinetic Model

The molecular-kinetic model predicts the contaglamependence on contact line velocity
by incorporating the microscopic properties of swdid surface. The dynamic contact angle
dependent on the velocity of the three phase coli&cis expressed as [63]:

cosf, =cosf, F 2kT2
o,

\

) U
arcsinh
[ZK A

w

j Eq.50

where k is the Boltzmann constant, T is the absolemperature), is the distance between
adsorption sites, U is the velocity of the threagghcontact line, Kw is the quasi-equilibrium
rate constant. The negative sign is for the advegmovement and the positive sign is for the
receding movement of the contact liheand Kw should be in order of 1 nm and 1086 s

Combination of Molecular and Hydrodynamic Model

During the motion of the contact line, non-hydroagmc frictional force is dominant near the
three phase boundary whereas the bulk viscous ferdeminant a bit more away from the
three phase boundary. Both models are combinedhendynamic contact angle is given by

the following formula:
3
Eq.51
Y
2K A o, \L

20

6,) = {arcco%cos@S ¥ % arcsinh[
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Contact angle of water-air-steel system

The equilibrium contact angle is found between tikie limiting values given by the static
advancing and static receding contact angle vallies.contact angle depends on the surface
and the history of the droplet.

In most of available literature, the equilibriumntact angle was found to be 87°. In [22], the
dynamics on the droplet impingement was testednge of surface temperatures from 100°C
to 220°C and the advancing and receding contadeswgere measured. Different surface
roughnesses were made to search for contact amgleghness dependence.

The dynamic advancing contact angle begins at @evaf around 130°. Further, there is an
increase to 160° at surface temperature of appiteiy;n 200°C due to transition to the film
boiling.

The dynamic receding contact angle begins at vafuéO°. In transition region, its value
jumps to the same value as that of the advancingacbangle.

The values of both, the advancing and the recedimgtact angle, of 60° and 130°,
respectively, can be considered as reference values

Summary

As regards the hydrodynamic model, the literatues@nts discrepant conclusions. In some
cases, the hydrodynamic model fits well the expental data. In other cases, it fits
experimental data only quantitatively. Some autletagmed the hydrodynamic model to be
valid only for low capillary numbers (Ca<1). Funththe dynamic contact angles of water on
a PET surface reveal that the hydrodynamic modetsgreasonable results for the low
velocity region data; however, the estimated véduehe slip length is too small compared to
the molecular dimensions.

The molecular kinetic model was developed withie theasurements of dynamic contact
angles of glass-water-benzen system and the resudt® in good agreement with
experimental results. On the contrary, employinghef molecular kinetic model within PET-
water-air system reveals that there is a needwordifferent sets of parameteis §nd Kw)

for high and low velocities. This surprising muitiechanism behavior was observed also in
case of PET-glycerol-air system.

Both, the hydrodynamic and molecular kinetic modall in prediction of the dynamic
contact angle, but the combined molecular-hydrodyoanodel does not.

Generally, none of them can be thoughtlessly usedht prediction of the dynamic contact
angle of the arbitrary three phase system. Itviag$ necessary to confront the model results
with the experimental data.

2.2 Euler-Euler model

Here, the theory of the Euler-Euler model is oetlinLikewise VOF model discussed in 2.1,
also Euler-Euler model incorporates the idea ound fraction F, which occupies each
particular computational cell. When only primaryaph is present, it equals zero. Contrarily,
when only secondary phase is present, F=1. Foll acrgaining a mixture of both phases the
volume fraction F ranges from 0 to unity. Let thepe q be the only secondary phase. Then
the continuity equation for this phase is

(o 5 ] .52
pzq[at (quq)*'axi(quchi ) = ;(mpq B mqp)+ qu ; -
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where them stands for mass transfer from the primary phashd®econdary phase and vice
versa. The quantity S characterizes a source tdime. continuity equation is always
calculated only for the secondary phase. The psinpdniase is calculated according to the
following fact:

ZFQ =1 Eq.53

Further, the momentum equations are introduceddbh phases. The momentum equation
for the phase g is given by

i(apc )+i(a,oc c )=—a @+6Tu ra,0.0 +

ot v e ox qiq™aiaj qaxi ox aP49i
;(qu(cpi _qu)+mpqcpqi _mQDqui)+ Eq.54
(Fqi +Fig g t F\,m,qi),

Whereg is the acceleration due to gravigy,s an external body forcé&;s is a lift force,Fym

is a virtual mass force ari®)q is an interaction force between phases. Effectst dbrces are
very often neglected as discussed later in chapfieR. The virtual mass force is significant
only when the secondary phase density is much Idien the primary phase density and
moreover the secondary phase accelerates relatthe fprimary phase. In the most of cases it
can be neglected. The interaction force betweersgshapparently is the most important
quantity, depends on so-called interphase momergnanange coefficienk,q and the
relative velocity between both phases. The interadorceRyq is given by

Rog = Zn: Kog (Cpi ~Cy ) EQ.55

p=1
The interphase momentum exchange coeffidiggts calculated as

_FFRpopf Eq.56

pq ’
Iy

wheref is a drag function and, is a relaxation time of droplet. The drag functiois a
function of a drag coefficier®p and Reynolds numbé&e

i -CoRe Eq.57
24

For the most of cases it is recommended to usesyhemetric model for the calculation of
drag coefficient. The drag coefficie@b [64] is defined as

c - 24(1+ 015Re** )/Re Re<1000 Eq.58
° 044 Re>1000
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Next, the diameter of the secondary phase is s@gptosbe equal the diameter of the primary
phase.

Apart from continuity and momentum equations, theralso energy equation to be solved,
which can be written for each phase as

d d ap _0cgy  0qq
at(quqhq)+an(quchihq):_Fqatq+rqij .67)((:_67)((-14_8(1 +

Eqg.59

n

+Z( pa T Mpghpq ~ mqphqp) '

p=1

where the most notable quantity is the intensithedit exchange between phaQgs which
is given by following formula

Qpq = hpq(Tp _Tq)’ Eq.60

where hyq is the heat transfer coefficient between phasebisurelated to experimentally
determined Nusselt numbBu by Ranz and Marshall [65], [66].

Nu, = 20+ 06Re;* Pr’ Eq.61

As regards the modeling of turbulence, two opti@me available. The first one solves
turbulence properties for mixture i.e. always oohe field for each turbulent quantity exists.
The second one solves transport equations for lemba on a per phase basis i.e. each phase
occupies different fields of turbulent properties.

It should be noted that a simplified version of &uEuler can be used instead. It is so-called
Mixture model, which solves just one set of momentguations and rather defines the slip
velocity between phases. In some cases, the dhitye can be negligible therefore it does
not have to be taken into account. The slip veyoaias found to be related to the relaxation
time of dropletr,, drag functiorf and the droplet acceleration [64].

2.3  Euler-Lagrange model

The first 2D Lagrangian method was developed in lthgrangian-incompressible code
(LINC) in 1967. While other Lagrangian codes cosddve 3D flows, the formulation of the
LINC was applied on the staggered mesh and the liogupetween pressure and velocity
fields could be provided. Thus, the new MAC metheas introduced and was used to study
behavior of elastic-plastic materials and surfaaesion effects. The LINC method was also
the first application where the Finite Volume Meath@as implemented [68]. The Lagrangian
method (KIVA code) has mainly broken into the autbine industry namely the design of
diesel jets, combustion chambers and manifolds.

In Euler-Lagrange model the fluid phase is treage continuum and is solved by the time-
averaged Navier-Stokes equations, while the dispephase is treated as a large number of
particles, droplets that are tracked through thelevbomputational domain and can exchange
momentum, mass and energy with the continuous phase

The discrete phase model assumes that the dispphsesg is sparse enough so it does not
have any significant effect on the continuous phésether words, it says that the volume
fractionF of the dispersed phase is rather low, commonkytlean 10%.
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Besides, say, standard Euler-Lagrange approaclsceett phase model for dense dispersed
phase was designed to overcome the limitation ervoffume fractiorl-. The volume fraction

of liquid dispersed phase can be thus almost umity; however, volume fractions equal 1
are not handled. Momentum and continuity equatmvwese extended in terms of adding
momentum exchange terms with the continuous phbsejolume fraction of the continuous
phase is included in both equations and the veidaid is adopted from the Lagrangian
tracking solution.

The basic form of continuity and momentum equat®rgiven by the following set of
equations:

[a(p)J,a(pci):Sj , Eq.62

whereS is the mass source added to the continuous phaseefg. vaporized liquid droplets
or any other source.

0 0
(ﬁ(pci)+(9)(i(pch)

__0p 97 Eq.63

"+ o9 +F,
ox ox PO

whereF is the momentum source added to the momentum iequditie to e.g. drag force
acting onto droplets.

The trajectory of droplets is calculated by intégia of the force balance on each particle
mass in a Lagrangian frame of reference. In Camesbordinates this force balance is written
as

Eqg.64

whereFp is defined by the particle relaxation timeand the drag functioh The drag force
Fp can be written as

I:D = f /Tp Eq65

The drag functiori has been already defined in chapter 2.2. The coefficient G, depends
mainly on the particle shape, Reynolds number ambutent properties of the flow. For
spherical droplets the most suitable drag law shde& the drag law for spherical particles
(Eq.58). In the case of dynamically distorting dedp, when the drag coefficient varies with
the time, dynamic drag coefficient is usually maceurate.

The particle relaxation time is defined by thedaling formula

. _ Pyda Eq.66
P 18u

Except of the drag forcEp, also other forces acting onto the droplet cambkided such as
the gravity force, forces in rotating frame of mefiece, Brownian force etc.
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The velocity of particle is defined as a derivatadrihe position with respect to the time.

dx _ EQ.67
—  Ud
dt

Thereof, Eq.64 and Eq.67 make a set of ordinarferdntial equations, which are coupled
together and can be solved by either analyticagirastion or numerical discretization
schemes.

When the flow is turbulent, it is possible to acebdor effects of turbulence on droplet
motion. There are two approaches that can be used.

The first is theStochastic Tracking approach, where the fluctuating component of vloc
u’ is added to the trajectory equations. The newtigda path is computed from sufficient
number of particles. This stochastic approachlss aised for the determination of the
continuous phase velocity that can result in a poowergence during calculation. The value
of fluctuating velocity component is kept constémt the characteristic lifetime of eddies.
This approach is said not to be appropriate fduslibn-dominated flows.

Droplet dispersion by turbulence can also be madeléh Particle Cloud model which
calculates turbulent dispersion around a meancb@p using statistical methods. The
concentration of droplets around the mean trajgci®rgiven by the Gaussian probability
density function dependent on the turbulent intgndihe mean trajectory is derived as an
average trajectory from all particle trajectorieshe cloud.

As regards heat and mass transfer within dropde®rsl regimes can occur. When the droplet
temperatureTy is below the vaporization temperatufe,, a simple ordinary differential
equation can be written to describe heat transfemfdroplet to ambient based on a
correlation for the heat transfer coefficient. Téigiation has the following form

dT,
mdcdetD =hA, (Too _Td) ’ Eq.68

where Aq is the surface area of the droplét,is the heat transfer coefficient using the
correlation described in the chapter 2.2. Whenditmplet temperatur@y is higher than the
vaporization temperaturgap and is lower than the boiling temperatdigi, than the droplet
evaporates and the vaporization rate is driverhbyntolar flux of vapor, which is defined as

N; = k(CiA _Cioo)’ Eq.69

WhereCia, G, are vapor concentration at the droplet surfacethedrapor concentration in
the continuous phase respectively. The variabethe mass transfer coefficient, which can
be calculated from the correlation for Sherwood banth defined in [65], [66]. Vapor
concentration on the droplet surface is calculdtedh the ideal gas law considering the
saturated vapor pressysg:. The vapor concentration in the continuous phastetermined

in a similar way, but the calculation contains als® mole fraction of vapor species.

When the droplet temperature reaches the boilingtpthe droplet temperature is kept at
fixed boiling temperature until the temperaturelwd bulk continuous phase drops below the
boiling point. A boiling rate was defined by Kuo7[6 who claimed the derivative of droplet
diameter with respect to time depends on Reynoldsber, latent heat, the bulk and the
droplet temperature etc. and is given by followeamiation:
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d(dy) _ 4k,
dt PuCypUy

fg

T, -T
fL+ 02 Red)ln(1+WJ Eq.70

Here, it should be noted that both, the vaporiratiad the boiling law, can be only applied
when the transport equation for species is beirlgedo Transport equation for species
calculates mass fractidvi; and it is actually a convection-diffusion equatafrthe scalaM;.

In an open domain the droplet fate is driven byséhaforementioned laws, whereas droplet
collisions with the boundary are controlled by présed boundary conditions. Commonly
used boundary condition for droplets is e.g. driopdlection boundary condition. Droplet
can rebound from the boundary either with or withaloss of momentum that is given by
the coefficient of restitution. In fact, two coeffents of restitutions exist. The first one is
dedicated to the normal direction i.e. it saysah®unt of droplet momentum which retained
by the droplet in normal direction. Similarly, treecond one represents the tangential
coefficient of restitution. When the droplet padicretains all of its momentum, the
coefficient of restitution equals unity. When theefficient of restitution is zero, none of the
momentum is retained.

The simplest boundary condition is obviously thaditon of theescapeddroplet. This BC

is usually used together with any outlet BC for temtinuous phase. In some cases, it is
required that the droplet sticks to the boundany tdwe whole volatile fraction is changed into
the vapor. The BC for this droplet fate is called BC of therapped particle.

The last but one BC discussed here isvia#-jet type boundary condition. Several of wall-
jet models were designed to describe the underlgmgsics of the jet impingement. One of
them was the wall-jet model proposed by Naber ar&itzR[69], which was firstly
incorporated into KIVA code. They formulated théat®n between the Weber number of the
impinging droplet and the Weber number of the reloling droplet. This model calculates the
direction of the rebounded droplet and its velgcitgwever, it does not account for droplet
dispersion process. Several modifications of wetlimodel were published later such as that
one by Senda [70], who considered a different d@pe phenomena for temperatures below
the boiling temperature and those ones above théndotemperature. For surface
temperatures below the Leidenfrost point anothdkjamodel was made up by Grover [71],
which considers three splashing parcels and onkfimalparcel that represent the shattering
of a splashing droplet on the wall. Since the uiscdissipation can be dominant for high
Weber numbers, it was thus included in the eneampgervation as a source term.

The last wall BC namedall-film type boundary condition, which is implemented inéft,

is the most complex since it is made up of droplleés can either stick to the wall, spread,
splash or even rebound from the wall. This, sappl#t regime is judged by the impact
energyE defined by

c-(rd 1 ' Eq.71
min(h, /d 1)+ J /d

and the wall temperaturg,. The variable fistands for the film height} is the boundary
layer thickness and is the droplet diameter. The impact energy leas th6 corresponds to
the sticking regime of the droplet and the droptocity is set equal to the wall velocity. The
droplet regime with the second lowest impact ené&dlie spreading regime when the droplet
velocity is set using the wall-jet model. As théical impact energy, when the splash regime
occurs, is the value of 57.7 and the droplet camstiztered into the predefined number of
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splashed parcels. It should be noted that the nuofygarcels does not equal the number of
splashed droplets. In other words, in each splaphetkl more than one splashed droplet can
be. For each splashed parcel a different diamestealiculated according to a cumulative
probability distribution function [72]. This dishution functions itself naturally do not give
physical results with respect to Weber number We #ius the expression fah.x was
defined to determine the maximal droplet diameferseach distribution function [73][73].
The total number of splashed droplets is obtaineoh the amount of mass splashed from the
surface, which is defined as a quadratic functibrthe splashing energy and it follows
experimental findings of Mundo [72]. Similarly, thelocity of droplet is also determined
using a probability function and experimentally iffed data. Finally, an energy balance is
performed for new formed droplets so that the tetergy of them does not exceed that of the
old droplets.

3 Single water droplet

In this chapter, the motion of water droplet isd#d in Fluent. The droplet free-fall is
simulated using the VOF method. For low Weber amrgilary numbers surface tension
effects must be included. Modeling of surface t@msis theoretically and numerically
analyzed. The droplet spreading on the surfacea&uadheat transfer is not discussed here.

3.1  Theory of droplet free fall

Momentum is generally transferred between bothaadr water phases, through mass transfer
interphase drag, lift, gravity and buoyancy. THe fbrce is important when the density of
droplet is much lower than density of ambient, éwgobly flows. Thus, the lift force can be
neglected. Further, mass transfer between phasestisonsidered and so it can be also
neglected. Moreover, buoyancy force given by thievang formula

3

6

Eq.72

I:b :pgg

can be also neglected due to very low densityroffdien the force balance on the droplet can
be written as:

dv v? Eq.73
m-——-=mg-C —
dt g DApg 2 ,

where G is the drag coefficient. In general, the drag fioieht G is a function of particle
shape and its orientation with respect to the flk@ynolds number, turbulence level and
Mach number.

In many cases, drag coefficient of sphere can Insidered to be constant of 0.45 and the
drag coefficient is following so called Newton’'smalt is correct in range of Reynolds
numbers (8e+02—-3e+05); however, it is completefjedint, especially in low Reynolds
numbers. Effect of Reynolds number on the dragfoeefit of a smooth sphere moving
inside an air has been experimentally studied. Witheasing number, the flow begins to
separate and form vortices behind the sphere. Tésspre in the wake is further reduced,
thus, the drag is increasing. At the critical Rdgiscumber (Re-3e+05) the boundary layer
becomes turbulent and the separation point is moe@avard, sharply reducing the form drag
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and decreasing the drag coefficient. Besides exyartis, many empirical formulas have been
developed to describe drag coefficieny @s a function of Reynolds number. Both,
experimental data and several empirical formulasstwown in Fig. 5. The Morsi-Alexander
model is one of the most precise. It is able tdoflthe standard drag curve very well;
however, it is evidently complicated compared toeotdrag models (APPENDIX 1).

One should note that these models are derived éxperiments with solid sphere. In reality,
the droplet could deform, some wrinkles might appma surface or the droplet could even
breakup into smaller droplets. Thus, the Drag cdefit would vary along with droplet
deformations and would be completely different froine drag of solid sphere. Droplet
distortion occurs because of an uneven differemtedren external aerodynamic and internal
hydrodynamic and internal hydrostatic pressurethatdroplet surface. This difference in
pressure has to be balanced by the surface cuevahat surface tension. The surface tension
force tries to maintain the droplet shape. Whether droplet breakup will happen or not
depends on so called critical Weber numbee\d&fined as the following:

pUd Eq.74
g

We. =

Experimental observations of several authors far\@scosity liquids (water) provide a value
of Wec of about

5<We. <20 Eq.75
with the most commonly used value being

We, =12 Eq.76
Within the margin 5<We. <20 there is a dependence on the Reynolds number not

considered into the above mentioned approaches.
The terminal velocity of large droplets is about

1/4
Eq.77
U, = (ﬁtol.?{agAp o J

2
g

We. = 4.8t07.1. Eq.78

Thereof, the terminal velocity of water dropletcddmeter of 2 mm should range from 6.5 to
7.8 m/s. Consequently, corresponding Weber and ®d@ymumbers are 1.46, 2.11, 902 and
1083, respectively. Sincd/e<We., no breakup will occur and thus, drag coefficieah be
considered the same as the drag coefficigndfGolid sphere.

For completeness, the drag of distorted droplgrester for two reasons. Firstly, the frontal
area of droplet is bigger. Secondly, the biggevature at the equator leads to earlier flow
separation.
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Fig. 5 Drag coefficient @ dependent on dimensionless Reynolds number; elitfenodels

3.2  Experimental droplet data from literature surve vy

Many researchers have been concerning with drompletstigations. It has begun with the
exploration of rain erosion of aircraft componeatsl blade erosion of gas or steam turbines.
Some experiments were carried out with rigid spheared some with liquid droplets. The best
experimental data was presented by Maybank andsiB{1®56), Scott, Wood and Thurston
(1964), Clift, Grace and Weber (1978), Lane andeBr@ 956). The experimental data of all
of them are in excellent agreement up to dropldiusaof 6 mm and is shown as a single
curve in Fig. 6. The most reliable data was obthifoe large droplets free-falling in ambient
air and normal gravity. The experimental data otgdiin a convergent wind tunnel was
found to be less reliable mainly because of théaal production of turbulence.

To make the picture complete, the drag coefficaaendence on Reynolds number for both,
the water droplet and the solid droplet, is shownFig. 7. It is clearly seen that drag
coefficients are nearly identical up to Reynoldsnber of 1000. Further, the increase in drag
coefficient of the water droplet is caused by theptet distortion. Other very useful
information about experimental data, data captungghodology and data correlation can be
found in [75].
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3.3  New drag law design

Based on experimental data, new drag law has beegiaped valid up to Reynolds number
of 1e+03. The method of least squares was empltyéitl experimental data. The new drag
law is shown in Fig. 5 and is given by the follogriformula:

C, = Re ®"[&xp(0.04833Iog(Ref +3.2983 Eq.79
The new drag law was compared with the experimefatl and both, Schiller-Neumann and

Morsi-Alexander model. The absolute errors aretetbfor each of them in Fig. 8 and are
defined as follows:

DX =X, — X, Eq.80

Where ¥ is the measured value and x is the actual valie. few drag law obviously
produces the lowest absolute errors compared \liigr @rag laws.

T o - 1 T—r Ty ML L L
Schiller-Neumann |:
" Morsi-Alexander

New model

e

Ahsolute error of Drag coefficient

Reynolds number

Fig. 8  Absolute error of Drag coefficient for three diéet drag laws

3.4  Droplet acceleration, terminal velocity

The purpose of determining the droplet acceleratwas to validate computational models.
The equation Eq.73 was numerically solved consigeboth, constant and variable drag
coefficient. The solution was found for two droplkeizes (droplet diameter of 2.0 and
0.2 mm).
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3.4.1 Constant drag coefficient

The water droplet of the defined diameter is fgllsonsidering the force of gravity and the
drag force. The drag coefficient was consideredbe¢oconstant of 0.5. The purpose of the
consideration of constant drag coefficient was fjostest three different numerical methods
on simple ordinary differential equation and deti@arthe droplet acceleration and the droplet
terminal velocity. The explicit Euler, the midpoiahd Runge—Kutta method were arranged
with respect to their complexity and accuracy in MAB.

For the sake of brevity, only one numerical configion is presented below, see Tab. 1.
Results of all three numerical methods are comparnedrig. 9. Results are evidently
coincident. However, the explicit Euler method wastable for higher time steps, thus, the
most complex Runge—Kutta method was finally usedafbother numerical configurations.
Time dependent velocities are clearly shown in BigThe calculated terminal velocity was
approximately 6.5 m/s. However, it must be notedt thonstant drag coefficient was
considered.

Tab.1 Numerical configuration

Initial velocity v [m/s] 0
Drag coefficient [-] 0.5
Density of air [kgr] 1.25
Acceleration of gravity [m§ 9.81
Droplet diameter [mm] 2
Time step [s] 0.0001
Terminal velocity [m/s] 6.5
7 T /| T T
] S S CTE R P s Euler méthod

— Midpoint method
Runge-Kutta method |_|

Velocity [m/s]

] l 1
0 05 1 15 2 25
Time elapsed [sec]

Fig. 9  Velocity development of water droplet falling optane surface, three different
numerical methods
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3.4.2 Variable drag coefficient

The Runge-Kutta method was used to solve EQ.73 théh new drag law valid up to
Reynolds number of 1e+03 (APPENDIX II). Reynoldsniner of the droplet of diameter of 2
mm was not presumed to be higher than 1e+03, #fiosementioned drag law could be used.
The numerical configuration was copied from thevfines chapter. As shown in Fig. 10, the
drag coefficient develops until the terminal velgof 6.37 m/s is reached. In first time steps,
the drag coefficient was held constant of 492 stheee were no experimental data available.
If have a look on axis of the time elapsed, theosdd time until employing variable drag
coefficient is very low anyway. Thus, for low Reyu® flow, the lack of experimental drag
coefficients should produce insignificant error.eTtime elapsed until the terminal velocity
was reached was approximately 2 sec, which is rgudie same as in the case with the
constant drag coefficient of 0.5. The terminal eglpwas found to be slightly smaller than in
simplified case. It was around 6.37 m/s.

6.37
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o
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o
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—~{10

Drag coefficient [-]

o
—_—

N o Y i i
01 1 2
Time elapsed [sec]

I B R i PR

0.001 0.0

Fig. 10 Velocity and Drag coefficient development for wateaplet of diameter of 2 mm
under gravity, starting with velocity of 0 m/s

In case of droplet diameter of 0.2 mm, the caledaerminal velocity was 1.8 m/s and the
time elapsed until the terminal velocity was foutwd be approximately 0.2 s. The drag
coefficient G did not drop below the value of 0.7, whereas ireaafsdroplet diameter of 2.0
mm, the drag coefficient was 0.5. Results are sumzetin Tab. 2.
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Tab.2 Numerical results of free-falling droplet

Droplet diameter [mm] 0.2 2.0
Terminal velocity [m/s] 1.8 6.37
Time until terminal velocity | 0.4 2.0
reached [s]

Drag coefficient  within | 0.7 0.5
terminal velocity [-]

18k
16F
14F :

12k %

Velocity [m/s]
T

Drag coefficient [-]

08F

0

0B i

02F

100 10 10 10° 100 10 10
time [s]

Fig. 11 Velocity and Drag coefficient development for watesplet of diameter of 0.2 mm
under gravity, starting with velocity of 0 m/s

3.5  Calculation of terminal velocity of free-fallin g droplet using FLUENT

Three different cases were set up and solved innecial CFD package FLUENT
employing user defined functions (UDFs) and sciilps. The purpose of all of them was to
study the flow field inside and outside the dropMbreover, the first test case was aimed at
the determination of the terminal velocity. In ttierd test case, the time dependence of
droplet velocity within gravity was studied.

The VOF model [41], [42] together with surface tiensmodel [43] was used to simulate the
flow of two immiscible phases (water and air).

3.5.1 CFD simulation of terminal velocity of free-f  alling droplet

Two different droplet diameters (0.2 and 2.0 mm)revaused in computations. The
calculations were carried out as 2D axisymmetrid @@ principle othe droplet frame of
referencewas used to avoid the need of the dynamic meshemrafnt i.e. the position of the
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droplet remained the same within time scale. Tlupldt frame of reference is given by the
superposition of the global flow and the constant translation velocityf the droplet.

—_

v=u-U,, Eq.81

where U is the local droplet velocity.

The computational domain was rectangular, origynalith mapped mesh. To obtain more
precise results, the grid was refined along therfate and in regions of large velocity
gradients. It is shown in Fig. 12. Due to the ratlosv Reynolds number and very small
droplet velocities, the flow was modeled as laminar

Pressure outlet, velocity inlet, slip wall, axisreamposed as boundary condition. Pressure
outlet BC corresponded to the ambient (the relghnessure of O Pa). Velocity inlet BC was
controlled and adapted by the UDF. The free slis a@nsidered on the wall.

The user defined function (UDF) and script file @@mployed to adjust the velocity i.e. the
velocity inlet boundary condition (see APPENDIX.It first, the droplet velocity was
calculated. Then, if the velocity is in the sameediion as the force of gravity, its value is
added to the velocity inlet boundary condition. @thise, the value of droplet velocity was
subtracted from the velocity inlet boundary comitiModel settings and results are shown in
Tab. 3. Solution settings, material propertiesaualable in APPENDIX 1.

To sum up, the solution of 2 mm droplet convergethe constant value of velocity inlet BC.
As mentioned in Tab. 2, the value of the veloaithet BC was found to be 6.56 m/s, which is
very close to the experimental data and the numlesaution of Newton'’s law.

However, in case of 0.2 mm droplet, the model did converge to one single value of
terminal velocity. The velocity inlet BC was osatihg between 1.80 m/s and 2.01 m/s.
According to the experimental data and MATLAB siatidns, the terminal velocity should
be approximately 1.8 m/s. Oscillating behaviorhis tcase is connected with the CSF surface
tension model used. As described in section 2thedprediction of both, the interface normal
and the curvature, is not enough accurate andigesaspurious currents, consequently. Since
rather low droplet velocity, those spurious cursewere clearly seen, significantly affected
the flow near the interface and led to the osaitaprediction of the terminal velocity.

As regards the post-processing of 2 mm droplettazoa of velocity, path lines and the
droplet interface are shown in Fig. 13. Due toghear stresses in the vicinity of the interface,
the water circulated with the maximal axial velgahagnitude of 0.2 m/s and the wake of the
length nearly of 5 mm is formed right behind theet.
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Fig. 12 Mesh grid with four refinement levels; droplet deter of 2.0 mm

Tab.3 Model settings and results

droplet diameter [mm] 0.2 2.0

time step [s] 4.3e-08 3.3e-07
number of iterations per time step [{] 15 15

size of original elements [m] 0.0005 0.0005

level of refinement [-] 8 4

size of the finest elements [m] approx. 1.9e-06 rayp3.9e-06
droplet velocity [m/s] oscillating (1.8 — 2.0) 6.56
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Fig. 13 Free-falling droplet (diameter of 2 mm), contoufsselocity [m/s], path lines,
droplet interface

3.5.2 CFD simulation of velocity field around free-  falling droplet and its interior

This model was developed to avoid a multiphase madeé thus, reduce the computational
costs. The computational costs were, however, snagduced due to steady solver used. The
droplet interface was considered as a wall ancekohange of momentum was provided via
UDF described in APPENDIX IV. Although the real giet surface could be distorted and
wrinkled, based on experiments, it was supposdaetspherical all the time. Therefore, the
interface was spherical and static, simultaneol&lyce the interface was represented by the
wall (see Fig. 14), there were two coincident walléact — the first one bounding the air fluid
zone with the no-slip BC imposed, the second onentdmg the water fluid zone with the
free-slip BC imposed. Settings of material progsitsolver settings and boundary conditions
were the same as in section 3.5.1. However, thecirgl inlet BC was constant and
corresponded to the experimentally validated teamofroplet velocity (2 mm droplet

6.5 m/s).

To summarize, the droplet surface was idealizedimpdsed as the static spherical wall type
BC. The solving of the transport equations was ootetl in the steady mode that saved a lot
of computational time. The calculation was morentB@ times faster than the aforementioned
VOF calculation (section 3.5.1). However, since dneplet surface was represented by the
spherical static wall, it was necessary to deahwhe shear condition. Since the results from
the previous VOF calculation revealed the wake rmkhihe droplet, the no-slip shear
condition was finally imposed. If the free-slip ahecondition was imposed, no boundary
layer separation and the wake, consequently, wapfakar. In fact, the shear condition is
much more complex and lies between the free-slipthe no-slip BC.

Only the droplet of the diameter of 2 mm was sintedaand compared with the
aforementioned VOF calculation. Contours of velpqitath lines and the droplet interface are
shown in Fig. 15. The water circulated with the med axial velocity magnitude of 0.7 m/s
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that is more than 3 times higher than in the afemmned VOF calculation. This

discrepancy can be explained by the method of mtumem®exchange through the interface
applied described in APPENDIX IV. The length of theke in the axial direction was 3 mm
that is 60% of the wake length from the previousRP@lculation (section 3.5.1).

pressure outl

wall

slip wall \

22 mmr

axis i

velocity inle

11 mm

Fig. 14 Mesh grid of the computational domain containingplet of diameter of 2 mm
represented by the spherical wall
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Fig. 15 Both, flow field around the droplet representedliy spherical wall and the flow
field inside the droplet interior

3.5.3 CFD simulation of droplet accelerating in gra  vity field

The purpose of this study was to investigate theelacation of a free-falling droplet with
initial velocity of zero and compare it with theldon of Newton's law employing the
dynamic drag coefficient.

The droplet was confined to the rectangular 2D z®he boundary conditions were three slip
walls and the axis; thereof, there was neithenéet hor an outlet imposed. As in the previous
test cases, the model was axisymmetric with theesamdel settings (APPENDIX lII)
excluding the VOF settings described below. Thdeeplet diameters were considered
(0.2 mm, 0.8 mm, and 2.0 mm).

As regards initial conditions, the droplet was gosed in the center of domain and it was
patched with all components of velocity equaledz&ro. Since the droplet was moving
through the domain, the domain had to be large gimoa avoid the droplet hitting the wall.
Another reason for a large domain was that the field near the droplet interface could be
affected otherwise.

The dynamic mesh adaption with several refinemerel$ had to be used due to much bigger
dimensions of the domain than the droplet sizesawe computational resources. For this
purposes, the script file and the UDF were devealdapecontrol the grid coarseness near the
droplet interface (APPENDIX V).

The basic grid was mapped and identical for alptitosizes. The basic quadrilateral cell had
the length of 0.5 mm. According to the droplet deen, the basic grid was several times
refined in the vicinity of the droplet interface.

In case of the droplet diameter of 2 mm, four défe refinement levels were tested within
one model settings to study the dependence oftsesualthe grid (see Tab. 4).
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Fig. 16 Mesh grid and its refinement in the vicinity of threplet interface; 6 refinement
levels, droplet diameter of 2 mm

The droplet velocity dependencies versus time simaleach case along with the numerical
solution of Newton’s law are depicted in Fig. 1/heTcomputational results are in a good
agreement with the Newton’s law solution. It shob&l noted that no affinity between the
results and the mesh quality was found. The magstifgiant discrepancy was found for the
finest grid.

Tab.4 Droplet diameter of 2 mm; each element size indgahique grid with appropriate
level of refinement

No. of case Levels of refinement Element size [mm] Time step [s]
1 4 0.03125 1le-05
2 5 0.01563 7e-06
3 6 0.00781 4e-06
4 7 0.00391 2e-06
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Fig. 17 Droplet velocity vs. time scale for droplet diammeie2 mm; four different grids,
results compared with numerical solution of Newsdaw

The same model settings and the mesh handling weed in cases with other droplet
diameters (0.8 mm, 0.2 mm). In case of the drogigmeter of 0.8 mm, the surface tension
model implemented in VOF model exhibited a malisi@ffect on results. Since the curvature
of the interface was 2.5times higher than in afeetioned case with 2 mm droplet, the error
in the estimation of the normal to the interfacesviégher, which lead to more significant
spurious currents. This unwished fact was confirimgdhe series of three cases (see Tab. 5)
with droplet velocity dependent surface tension aegd via the UDF available in
APPENDIX VI. The purpose of that UDF is to adjuketsurface tension in order to rather
artificially minimize spurious currents. The belavof the droplet velocity is shown in Fig.
18. There is obvious difference between the casé Biad the case No.3. The higher value of
the surface tension is, the lower acceleratiorhefdroplet is observed. As regards the mesh
sensitivity issue, there was just negligible diéiece between the case No.1 and the case
No. 5.

Tab.5 Droplet diameter of 0.8 mm; surface tension ancktstep settings

No. of case Levels of refinement Surface tensiom]N Time step [s]
1 5 0.011 x droplet velocity 5e-06
2 6 0.011 x droplet velocity 4e-06
3 5 0.001 x droplet velocity 5e-06
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Fig. 18 Droplet velocity vs. time scale for droplet diamete0.8 mm; three different cases,
varying surface tension, results compared with micaksolution of Newton'’s law

As regards the smallest droplet diameter of 0.2smmulated, effects of spurious currents on
the droplet velocity were of the greatest imporearia Tab. 6, the list of performed cases is
shown with surface tension settings. If the surfeesion is switched off, the computational
results reliably follow the solution of Newton’'swauntil the droplet surface starts to distort
due to lack of surface tension. The higher the evaltithe surface tension is, the lower the
acceleration of the droplet is observed i.e. thaisps currents cause the drag coefficient to
rise up (see Fig. 19). In case No. 8, the steapest of the surface tension led to the most
significant spurious currents that consequentlydge to far more different results from the

real ones. The terminal velocity was found to bwethe value of 0.2 m/s while the true

value was approximately 1.8 m/s.
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Tab. 6 Droplet diameter of 0.2 mm; surface tension ancttstep settings

No. of case Levels afSurface tension [N/m] | Time step [s]
refinement

1 7 0 2.5e-06
2 7 0.18 x droplet velocity| 2.5e-06
3 7 0.09 x droplet velocity| 2.5e-06
4 7 0.045 x droplet velocity 2.5e-06
5 7 0.0225 x  droplet 2.5e-06
6 7 0.011 x droplet velocity 2.5e-06
7 7 0.0011 X  droplet 2.5e-06
8 7 0.0001 X  droplet 2.5e-06
9 8 0.011 x droplet velocity 1e-06
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02 ’ ——caseNo. 4 ||
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0.05 ——caseNo.7 [

——case No. 8
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o
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o

Fig. 19 Droplet velocity vs. time scale for droplet diammege0.2 mm; nine different cases,
varying surface tension, results compared with micaksolution of Newton’s law

3.6  Droplet without gravity, spurious currents

In this chapter, 2D droplet of diameter of 2 mmpa&ched in the center of a rectangular
domain 4x4 mm. If gravity is turned off and surfaeasion is the only force acting on the

droplet surface, the velocity field should remagmstant, equaled to zero in reality. However,
according to the accuracy of the numerical mogrlrieus currents appear.

Here, the level of spurious currents is studiedd&F model for different mesh sizes. Further,
there is question how much accurate normals tofage are. Four different methods are used
for calculation of interface normal and curvatuomgequently. Finally new surface tension

model is proposed partially based on Height Funstio
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3.6.1 Spurious currents related to CSF model

As mentioned above, cases with four different meigles were tested to reveal spurious
currents within CSF model implemented in Fluente Thmm droplet was patched in the
center of the rectangular domain 4x4 mm. The baleiment size was 2e-04 m. The element
size was further refined to test mesh sensitivdyring computation the droplet was not
moving since the force of gravity of turned off.€lforce resulting from surface tension was
the only force acting on the droplet.

As regards the best flow time for evaluation, tren-dimensional time was defined as
follows:

r=19 Eq.82
/D

and it was 100.

In [44], the importance of time step was stres§@d. high or medium Reynolds number the
Brackbill stability condition should be used (Eq.fApwever, for low Reynolds numbers and
high Capillary numbers different stability conditicontaining viscosity must be used instead
(Eq.8). LL and L, errors were used for evaluation and they are ddfas follows:

L, =maxv,| Eq.83
12 =23 W (Fp, + L-F)p,)/m Eq.84

The L, norm returns the maximal velocity magnitude présg@nwherever inside the
computational domain, whereas theriorm returns the velocity magnitude correspondang
the kinetic energy of the whole system. To get satagistic information, data file was
captured around time =100 and the standard deviation was evaluated. Remdtshown in
Tab. 7. Missing data was not calculated. Thenbrms are obviously increasing with mesh
refinement. The L norms are contrarily oscillating around the vabfe0.05 m/s. In other
words, the CSF model does not converge with mefsheraent to more accurate results; it
rather amplifies spurious currents no matter whicle step condition is used.

Tab.7 L., and L errors for velocity

mesh size [mm] |time step [s] | mean L. |std L. meanL, |stdL,
0.0002 4.20E-06 |0.1823 |0.0574 |0.0696 |0.0303
4.95E-08 - } - -
0.0001. 1.48E-06 |0.1218 |0.0458 |0.0369 |0.0221
2.48E-08 - } - -
0.00005 5.25E-07 |0.1597 |0.0278 |0.0577 |0.0178
' 1.24E-08  |0.1607 |0.0372 |0.0464 |0.029
0.000025 1.85E-07 |0.2151 |0.0766 |0.036 |0.0137

6.20E-09 0.2309 |0.0931 0.036 0.0203

3.6.2 Calculation of normals to interface, curvatur es

Four different approaches were employed to caleufderface normals. First two approaches
simply calculated normals from gradient macro C_VQFEe,t) and reconstructed gradient
macro C_VOF_RG(c,t). Their definition can be found[76]. The third approach was the
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ALE-like scheme proposed in [43]. Normals were ghldted in every computational node
from four neighboring cells in 2D. The curvaturesmealculated at cell centers from the
divergence of cell-centered normal and from thdavdéve of the magnitude of the normal
vector. In the fourth model, Height Functions [S&fre constructed within each cell
containing interface with help of either horizonfdk7 cells) or vertical (7x3 cells) stencil.
The accuracy of those four procedures was assegiedelp of L4 and L. errors for the
angle between a calculated and a true normal. Bead shown in Tab. 8.

Tab.8 L, and L errors for angles between calculated normals and hormals

L~ [3 L1[9
C VOF _G(c,t) |4.99 1.739

C_VOF_RG(c,t)2.6 0.954
ALE-like scheme |2.34 0.975
Height Functions | 0.763 0.262

From Tab. 8, it is obvious that non-limited gradiexf volume fractions gave the most
inaccurate normals. Reconstructed gradient and MeEscheme gave similar results. Height
Functions gave the best results,, drror was 3 times smaller than the érror for ALE-like
scheme anderror was even almost 4 times smaller.

On the basis of these results, only ALE-like schem@ HF approach were used for curvature
calculation. The procedures were discussed in ldetg43] and [57], respectively. The
accuracy of ALE-like scheme was very poor. The @rogiameter was 2 mm that stood for
curvature of 1000. In some interface cells the atuxe error was even worse than 100%. As
regards curvatures obtained within HF approacbawe far more precise results. If the most
normal direction was either vertical or horizontak error was approximately 5%. However,
when the normal direction was getting more diagdhelerrors were increasing almost up to
40%.

To get more precise results especially regardirgiriterface curvatures, a new method was
imposed. An illustrative scheme is shown in Fig. 20
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.
®

Fig. 20 Scheme showing how the curvature is estimated

Each normal to the interface was firstly estimadedording to HF technique. At next step,
around each cell containing the interface, a 3gBat was constructed (see Fig. 20) and the
curvature was calculated from radii where eachusadorresponds to the circle circumscribed
around three points of a piecewise linear interfacthe vicinity of the cell of interest;C
Four circles were constructed in such a way thattpd® and 6 were the same for each circle.
Only the pointP between them was varying from 1 to 4. Afterwalush, linea from point5

to pointP and lineb from point6 to pointP, were formed and line slopes were calculated as:

kK =Yr Y1 Eq.85
Xp =%

Kk, = Yo = ¥s . Eq.86
Xp = X5

Than position of each circle cent@r(x,Y:) is given by following equations:

X = ks (Vs = Yo ) + K, (% + %6 ) =Ky (%6 + %) Eq.87
2(kb_ka) ,
y :ka(y5+yp)_kb(xe+xp)+(xs_xe)_ Eq.88
| 2 ka_kb)

In this way, four different, but very near circlenters are calculated and the only one circle
centerC(x,y)is evaluated as an arithmetic average given ligviig formula:

1
X:ZZXi _ Eqg.89

Likewise, they coordinate of circle center is calculated. Thevature is calculated as an
inverse value of circle C radius, as follows
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k=06 ~xf +(ys - y)?) . Eq.90

Knowing the circle center C and the center of cgllthe normal previously obtained by HF
approach is recomputed.

3.6.3 Surface tension as volume source term, pressu  re correction equation

In Fluent, the surface tension is model as Contisusurface Force (CSF) and is given by the
EQ.22 imposed as a source term to momentum equdtiese source terms are not non-zero
only in interface cells but also in nearby cellsl &his leads to smeared pressure jump across
the interface. Unlike CSF model, the surface tensiwodel presented here put non-zero
source terms only into interface cells and it iral by the following formula:

ok (| Eq.91

In each interface cell, this source term stande®act pressure jump across the interface with
the lengthl. In Fluent, pressure is discretized in face centehile surface tension in cell
centers that consequently causes pressure imbalgacen exact balance between surface
tension force and pressure gradient surface ternsgrio be imposed in both, predictor and
corrector equation, and surface tension has toidmetized in face centers instead of cell
centers. As discussed in section 2.1.4, the GHagt Method can be used to determine sharp
boundary condition so that the particular face eenbntains non-zero surface tension only if
the distance function changes its sign.

4 Cooling process using CFD, atomized sprays

In this section, the flow inside two manufacturemleng nozzles is firstly described with the
help of CFD methods. The first nozzle is the fdhe nozzle and the second nozzle is the flat
jet nozzle. Furthermore, the water jet of the tas was studied. First of all, the Euler-Euler
approach was used to model the flat water jet wighvery simple rectangular domain. Since
the Euler-Euler model available in Fluent does oib¢r the possibility of droplet breakup
modeling by default, a simple breakup model wastiged, imposed in the way of UDF and
tested on a solid jet in 2D. However, the breakupleh developed came out to be rather
tricky and tedious than to give reliable resultkefiefore, the breakup model was abandoned.
The aforementioned case with the simple rectangidanain was further replaced by a much
more complex geometry found in a first cooling getibove foot rolls in a real continuous
slab caster (see APPENDIX VII). Two approachesa-phase flows were employed. First,
the Euler-Euler model was believed to be the mpgrapriate; however, the solution was
very computationally expensive and slow. For thedson, the Euler-Lagrange model was
used instead. Similarly to the Euler-Euler mod&dpahe Euler-Lagrange model was firstly
tested within the simple rectangular domain. Aftards, the full 3D geometry with the mold
bottom, the foot roll, the slab surface was taken account. To simplify the task, the “cold”
flow was solved at the beginning i.e. no heat fieanwas considered. Unlike the Euler-Euler
model, the water jet breakup was successfully sitedl and the calculated droplet size
distribution fitted well the experimental data. TBeler-Lagrange model was coupled with
the multiphase VOF model because there was a cantéwater bulk in the foot roll gap and
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it could not be modeled otherwise. Thereafter, waporization and the boiling of droplets
were simulated.

4.1  Flow inside cooling nozzles

Knowledge of internal flow inside nozzle is impantdor several reasons. Firstly it provides a
nozzle designer with information about velocityegsure, and temperature field that is very
helpful for nozzle optimization. Further, resultancbe used for the reduction of pressure
losses, the turbulence pick-up. Last but not leasylts can be used to generate a profile file
that is later imposed as the inlet boundary coowliti

In next sections, the internal flow inside two diffnt nozzles was solved in FLUENT. The
first nozzle [77] is a full-cone nozzle and the slations were done within the author’s

diploma thesis. The second nozzle is a flat jeizleothat is a part of a secondary cooling
system in a real continuous caster.

4.1.1 Full-cone nozzle

The nozzle (Lechler 460.844) belongs to the categbrfull-cone nozzles, whose water jet
pattern is a full cone and the droplet and the amlodistribution depends on the nozzle
interior geometry. The interior of this particufail-cone nozzle is relatively complicated and
too confined to be studied experimentally. Therimaé nozzle geometry is shown in Fig. 21.
A special insert is pressed to the main chambernaaikes the water swirl that consequently
causes the formation of the full-cone jet patt@ime geometrical model was built in 3D CAD
modeler Solid Works. Afterwards, the mesh processuas performed in the preprocessor
Gambit. The solution itself was done in the comnar€FD package Fluent. This problem
was solved using the single phase model, since tlvas only water presented and besides,
the multiphase modeling would be difficult and etkedious. The total number of tetrahedral
elements was 732 687 within the mesh grid. Accgrdanthe Equisize Skew quality check
function implemented in Gambit, the quality of twerst element was 0.81, which is still
sufficient to get converged solution. As regardsia¢ipns that were solved, momentum
equations for all three dimensions, the continefjyation and two transport equations for k-
epsilon turbulence model were solved iteratively.

\\\\\§£1| o

Fig. 21 The interior of Lechler 460.844

The description of BC is given in Tab. 9. The flovas considered to be 3D, turbulent and
unsteady. Other important settings are shown in T@blin Fig. 22 and Fig. 23, the contours
of velocity are shown in two perpendicular sectiohBis study revealed a wake formation
right behind the angled tips of the special ins@&d the water circulation inside the chamber.
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It must be noted that the result credibility nda hozzle exit is doubtful, since in fact, there
is probably water-air mixing in the conical regioa. a two-phase flow, which was not
considered within the computational model. Themfohe only results in the proximity of the
special insert were believed to be valuable.

Tab.9 Description of boundary conditions

Name Type of BC Position

wall Wall Entire internal nozzle housing

inlet Velocity inlet Inlet diameter of 14 mm

outlet Pressure outlet Nozzle exit into atmosphere
(overpressure of 0 Pa)

water Fluid Entire domain contains water

Tab. 10 Other settings

Water as a continuum p=998.2 kg/m, n=0.001 kg/(m.s)

Turbulence model k-epsilon, realizable, non-equuim wall
functions

Unsteady flow ¥ order implicit,At=1e-06 s

Velocity inlet

e c:4QZ:195m/s

Pressure outlet Atmospheric pressure, turbuler@nsity of
2%, hydraulic diameter of 0.014 m

Discretizaton scheme of momentyr@™ order upwind

equation

+ 4+ 4+
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Fig. 22 Contours of velocity in longitudinal section goithgough nozzle axis
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Fig. 23 Contours of velocity in longitudinal section pergamular to the one shown in Fig.
22

4.1.2 Flatjet nozzle

The second nozzle here presented (Lechler 600.833)1belongs to the type of a flat jet
nozzle that produces a jet of flat jet pattern. Hozzle geometry is given introduced in
APPENDIX VIII. The cooling liquid is again the watelhe flow rate through the nozzle was
16.52 I/min. The nozzle inlet was connected with plipe of the inside diameter of 7.8 mm,
thereof the mean inlet velocity can be consideoebet5.76 m/s. The water properties depend
mainly on its temperature. The inlet water tempematranges between (40-50°C). For the
average temperature of 45°C, basic propertiessiesllin Tab. 11.

Tab. 11 Water properties at atmospheric pressure and teatpez of 45°C

Density [kg/m] 990.22
Dynamic viscosity [kg/m-s] 0.000596
Saturation vapour pressure [Pa] 9582
Specific heat capacity [J/kg-K] 4180
Specific latent heat of vaporization [kJ/kg-K] 2260
Thermal conductivity [W/m-K] 0.61

The nozzle inside is quite simple. The water iseeng through the annular inlet, passing
through the sharp edged constriction to the charalper the elliptic orifice, respectively.
Further, the water is emitted to the ambient agliasussed later.

The minimal cross-sectional area is in the placehef constriction (12.6 mfhand in the
nozzle orifice (9 mM). The local values of velocity of 22m/s should deceeded in the
constriction. Due to high water velocities and sherp edged constriction, the flow must be
turbulent with significant mixing layers, adverseegsure gradients and boundary layer
separation. Firstly, five different meshes were loygd to detect the possible flow
sensitivity. The geometry of the whole domain atsb ather settings were preserved. The
computational domain is presented in Fig. 24.
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Fig. 24 Computational domain of Lechler, no. 600.429.16.33

Due to planes of symmetry, only the quarter offtllegeometry could be modeled. The water
was a secondary phase and the air was a primasgp8ace the atomization takes place and
very fine droplets are formed, the one of Euler bgenous models had to be used. Due to a
relative simplicity, the Mixture model was usedtesd of the full Euler model. Further, the
relative velocity between phases was not considdrechuse of the assumption of its
negligible effect on the flow inside the nozzle.eTturbulence was modeled using the k-
realizable model with non-equilibrium wall funct®n

As inlet boundary conditions were used the veloititgt (5.76 m/s) with the volume fraction
of water of unity and the pressure inlet (O Pahwlite volume fraction of air of unity.

The only outlet boundary condition was the presswtiet (0 Pa) with the backflow volume
fraction of water of zero.

All nozzle walls were no slip walls. The free shll was used to define the open-air region.
The turbulence properties at inlet and outlet bamied were estimated instinctively (The
turbulent intensity in range of (2-4%), the hydrawdliiameter of 0.025 m).

The starting mesh contained hexagonal elementdeirthie nozzle and tetragonal elements
outside the nozzle. Several meshes refinements eareed out using y+ or phase gradient
adaption subsequently. The example of refined ne&X plane is shown in Fig. 25. The
refinement process is presented in Fig. 26.
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Fig. 25 Hexagonal mesh inside nozzle
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Parent
total cells 291410
hex cells 135675

tet cells 155735
Daughter 1 Dau_ghter 2 _
(y+ adaption of nozzle (vof gradient adaption)
inner wall) total cells 532759
total cells 295254 hex cells 138965
hex cells 139014 tet cells 393794
tet cells 15€24C 1
l Daughter 21
Daughter 11 (y+ adaption of nozzle
(y+ adaption of nozzle inner wall)
inner wall) total cells 552002
hex cells 149731 tet cells 39396
tet cell 15709°

Daughter 111
(y+ adaption of nozzle
inner wall)
total cells 337426
hex cells 177535
tet cells 159891

Fig. 26 Order of refinement procedure

It must be emphasized that phases shared the sgowty field and thus, flow fields should
be relevant only inside the nozzle. In Fig. 27g. B0, velocity fields, total pressures, fields of
turbulent kinetic energy are shown just for oneecasdifferent nozzle cross-sections and the
brief discussion is provided.

Both, contours and vectors of velocity, are show#X plane in Fig. 27 and in the ZY plane
in Fig. 28. If one follows the stream near the wh# will encounter a first recirculation of
velocity at the top of the insert. The static poesss increasing and the turbulent boundary
layer is separated. Afterwards, the water crosgestbe first sharp edge of the insert. Due to
the pressure gradient, the velocity recirculatiod ghe boundary layer separation take place
again. The prompt change of cross-sectional ar@5B. Near the second sharp edge of the
insert the water is rapidly accelerated. Therdéstiny wake behind that edge. That wake is
also the place of the lowest static pressure ingidenozzle. However, the saturation vapor
pressure of 9582 Pa is not exceeded and thus,uwitat@an can appear inside the nozzle. The
prompt change of cross-sectional area is 0.44 vildter passes the tiny wake and sticks back
to the wall. Further, the water, which goes passttiird sharp edge, enters the chamber and
the crucial mixing layer is formed due to a certegtocity difference. It means there is also a
velocity recirculation in the chamber. Due to puesslosses in recirculation area the mixing
layer is supported. Velocities in the upper parthef recirculation region are almost zeros.
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Since the nozzle has no axis of symmetry, the vwgldield is also not symmetric as clearly
shown in Fig. 27 - Fig. 28.

velocity

INNSYS

velocity
(Contour 2)

4.016e+01
3.765e+01

Fig. 28 Contours and vectors of velocity in ZY plane

Concerning the mesh sensitivity, there was notceable discrepancy among the velocity
fields of all cases considered. However, if it iserved in more details, small differences can
be found there. For instance, there is the difflezenf 5% of velocity x-component in the
cross-sectional area 3mm far from the exit. It dthdne noted that velocity x-components are
in order of 0.1 m/s contrary to velocity z-compotsenvhich are 100 times higher. Moreover,
the spray angle is affected mainly by velocity yapmnents and the difference of velocity y-
components was less than 5%. The effect of VOFebazdient adaption refinement on the
velocity field was found to be negligible.
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total pressure total pressure
(Contour 2)

8.816e+00
8.265e+00

Fig. 29 Contours total pressure in ZX plane and ZY plane

Since the near wall refinement caused wall funstitmbe employed from the lower y+, the
pressure losses increased, especially in the plate special insert. From all cases, the most
of pressure losses is obviously found in the mhamaber.

In Fig. 30, contours of turbulent kinetic energke(), which represent velocity fluctuations
(see EQ.92), are shown.

tkezE? Eq.92

As clearly seen, the tke remains quite low in ttreasn core contrary to regions of a velocity
recirculation. As the mixing layer width is incr@ag, the tke is increasing. The highest tke is
located on the edge of the nozzle orifice, wheeewiter is further accelerated to the outside
on one hand and on other hand, the water is draggedto the chamber.

Fig. 30 Contours turbulent kinetic energy in ZX plane antidane

If compare results for each case, the tke is sigspewith the mesh refinement. Especially, it
is noticeable in the mixing layer.

In Fig. 31, the contours of velocity z-componeng aepicted in the cross-section located
3 mm far from the nozzle exit. It is remarkabletttiee velocity field of the stream core is still
annular, whereas the lateral backflow is non-symimeSince the velocity z-component is
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quite high, there is no big difference between ezade. As regards the velocity x-component
and z-component, the velocity distributions weracat the same.

(NNSYS

velocity M1 Z

(Contour 3)
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Fig. 31 Contours velocity z-component 3mm far upstream fronzle exit
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Fig. 32  Contours velocity x-component 3mm far upstream fnozzle exit
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Fig. 33 Contours velocity y-component 3mm far upstream fnoazle exit
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In summary, all of the simulations have shown aificant effect of the special part on the
flow inside the nozzle. The special part also causgher pressure drop of the nozzle.
However, it can probably provide more stable jetd amore uniform atomization,
consequently. Simulations proved the flow to beteqaiependent on mesh refinements and
thus, boundary layers should be resolved caref\ligll functions were employed to solve
boundary layers, because it is numerically robuost ot computationally demanding. On the
other hand, errors in boundary layers near shagesdnd near walls with low Reynolds
numbers could be significant.

Concerning the model of turbulence, all of simalas were performed with theskmixture
multiphase turbulence model. It means that alwayg one equation for both, the air and the
water, was solved. Since there was no air inside nbzzle, it was found as the most
appropriate.

It should be noted that the flow was solved as labsly symmetric because of 2 planes of
symmetry. It means no flux through it. Using muligse modeling with the employing
symmetry planes can be a bit tricky, because thealovelocities in near wall cells gravity
centers could be different for each phase and thesg can be artificial accumulation of one
of the phases.

Further, the flow inside the Lechler nozzle, no0.829.16.33 was solved using theler-
Euler model, because it was difficult to achieve convergengé wsing theMixture model
and slip velocity switched on. However, it was extpd that Euler-Euler model will increase
the computation time, since it solves transportéiqu for each phase separately.

The flow inside the nozzle was simulated using ERkler multiphase model turbulence
model with default settings was used for turbulemogleling. In the first case, the mixture k-
¢ model based on mass weighted transport equatiwrisoth k anct: was taken into account.
In the second case, the per phaserbulence model solving turbulence fields sepydbr
both the primary and the secondary phase was eegbldyp Fig. 34, contours of volume
fraction, x-component, y-component, z-componenbaigy for mixture and per phaseek-
turbulence models are shown in the cross sectimugjn the nozzle bottom, respectively. The
centered contours are always for mixture kodel and contours below are for per phase k-
model. The profile of water volume fraction is rawer for per phase model. Contours of x-
component velocity signify faster spreading of wdte per phase model. Contours of y-
component velocity causes higher focusing to jebragtry plane for per phase model and
thus, also signify faster spreading denoting lagpeay angle.

57



PhD thesis Ing. Jan Bodek

NSYQ

VOF 0
(Contour 1)

velocity M1
(Contour 1)

‘

9.796e-0 1.146e+0
9.184e-01 1.074e+01
8.571e-01 1.003e+01
7.959e-01 9.312e+00
7.347e-01 8.596e+00)
6.735e-01 7.880e+00,
6.122e-01 7.163e+00
5.510e-01 6.447¢+00
"~k 4.898e-01 5.731e+00
4.286e-01 5.014e+00!
3.673e-01 4.298e+00
3.061e-01 3.582e+00
2.449e-01
. 1.837e-0
1.224e-0%
6.122e-02
0.000e+00,

2.865e+00
2. 149e+0!
1.433e+0
7.163e-01
0.000e+00,

[m sA-1]

velocity M1
(Contour 1)

velocity M1
(Contour 1)

X7

-1.735e-
-6.939%-01
-1.214e+00
-1.735e+00
-2.255e+0|
-2.776e+0
-3.296e+0|
3.816e+0

-8.571e-
-3.429e+00
-6.000e+00
-8.571e+00

-1.114e+0)
<1.371e+0
-1.629e+0)
-1.886e+0|
2.143e+0
-2.400e+0
-2.657e+01
-2.914e+01|
-3.171e+01|
-3.429e+
[ -3.686e+
-3.943e+0,
-4.200e+0,

4.337e+0!
-4.857e+0
-5.378e+00
-5.898e+00
-6.418e+00
-6.939%+08
- -7.459%¢e+0
-7.980e+0|
-8.500e+0,

[m sA-1]

2.000 4.000  (mm) ° 0 2.000 4.000  (mm) e
— ] — — i

1.000 3.000 1.000 3.000

[m sA-1)

Fig. 34 Contours of volume fraction, x-component, y-compgrecomponent velocity for
mixture and per phasedkturbulence models, respectively

As expected, turbulent kinetic energy dominatethénshear layer between water and air (see
Fig. 35). Maximum values of turbulent kinetic engege reached near the flattened surface of
the water jet. In the case of mixtures knodel, the maximum turbulent kinetic energy of
200 nf/s* is two times higher than maximum turbulent kinetiergy in the case of per phase
k-¢ model. Naturally, if the water is injected througe orifice to the ambient then, due to
completely different fluid densities, different budent fields must exist for each fluid. High
density ratios can lead to over prediction of tlghti properties such as turbulent intensity
downstream and thereof, for instance unrealistlooiges could appear. Thus, results from
the calculation with per phaseekturbulence model were used for following calcuas.
Velocity fields, k, e and water volume fraction fields were stored ie gguare section
inscribed into the bottom of the nozzle and impoaga velocity inlet boundary condition in
next calculations.

aVair,m Eq93
ox, ),

I:Iift i = _CI loair adroplet‘gijk (Vair,j - Vwater,j {gkmn

n

A lift force acts on the droplet only in directiperpendicular to its motion. The default value
of lift coefficient in Fluent is 0.5; however, & valid only for a clean bubble in an inviscid
flow. Experiments of Beyerlein have shown lift comént to be strongly dependent on
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volume fraction and is almost zero for moderateun@ fractions. The modified lift
coefficient is given by the following formula:

C, = 651x107a " Eq.94

where theny is a droplet volume fraction.
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Fig. 35 Contours of turbulent kinetic energy, turbulentsipsition rate for mixture and per
phase ke turbulence models, respectively

The water droplet is supposed to move along thesz-&onsidering only the z-component of
air velocity to be nonzero and rates of its chaalgag x and y-axis to be the same, the total
lift force Fyi is given by the following formula:

ov. | Ov, OV, Eq.95
F. =Co. «a /2 V.. —V \ Y Vair , air —~ Vair
lift |Ioall’ droplet ( air water / aX]_ ‘ aX]_ 0X2

The lift force is directly proportional to the detysof primary phase (air). Since the air
density is about 1 kg/m3, the lift force is theyfinction of the relative velocity between the
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primary and the secondary phase and the rate ofedocity change. Let us consider the
relative velocity to be in order of unity, which iscidentally noticeable from simulations.
Gradient of air velocity in x direction where modtr volume fraction of water is present is in
order of thousand. In this case, the lift forceni®rder of hundred i.e. one order smaller than
gravity and one or two orders smaller than the doage. Since the lift force would be much
smaller than the drag force and the gravity fonog aoreover, the value of lift coefficient is
still not clear in water droplet dispersions, ttiere, the lift force was neglected.

4.2  Flow outside cooling nozzles, spray modeling in continuous casting

4.2.1 Modeling of water jet breakup within Euler-Eu  ler model

The Euler-Euler model, which was previously disedsen chapter 2.2, belongs to widely
used homogeneous multiphase models implementedtldssilp in all of CFD packages
working within the finite volume method (FVM).

Regarding the exchange of momentum, the dropletetier is used in calculation of the drag
force, which is then implemented into the momengguations as a source term. In Fluent,
there is no simple breakup model available witlhia Euler-Euler model. Despite the lack of
such a simple breakup model, the Population BaldMaoegel (PBM) [78], which is based on
the Monte Carlo model, exists and is representethéyPopulation Balance Equation shown
below.

gt[ nv, t)]+—[c s t)]+—[GV (v, t)] ;iav v VIV =V O, v -

Ta(V,V’ ( )dv N Eq.96

Jo, valv BV o, v - g{v)nv 1)

The aforementioned mentioned equation is the tamspquation for the number density
function n(x,@t). The third term on the left hand side of Eq.96dsafor the growth term.

On the right hand side, the terms stand for ththldue to the aggregation, the death due to
aggregation, the birth due to the breakage, andl#a¢h due to the breakage, respectively.
The using of PBM requires an extensive experiennegxira license that was not available.
To make matters worse, the convergence behavitdredEuler-Euler model itself is poor. The
convergence is further deteriorated taking intooact the PBM since some other extra
equations have to be solved. Therefore, the PBM weasapplied for the modeling of water
jet and simpler breakup models were rather searfdred

There were many breakup models found in literafdB3 [79]. Some of them considered a
critical dimensionless numbers such as Weber nunf®abin number as the impulse for
droplet breakup. On the contrary, some of them dbspecify these critical numbers, but
solve some additional equations instead (TAB mod&\VE model etc.)

TAB model (Taylor analogy breakup model) is baspdruanalogy to mechanical oscillator
[73], [74]. The equation of damped, forced osdailtas given by the following formula:

d? d
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where the stiffnes& is represented by the surface tensiom the case of droplet. The
damping coefficient accounts for effects of vistpsind forces of inertia stand for forced
oscillating. The breakup of droplet is supposedmiine droplet distortiog exceeds the value
of unity. In other words, the breakup occurs whandroplet distortion is equal to the half of
radius. The size of new droplets is derived frora #nergy conservation provided non-
disturbed and non-oscillating. Further, the sizstrdiution is supposed to follow Rosin-
Rammler distribution with a spread factor of 3.JheTsmoothness depends on number of
parcels specified. The TAB model is found to wordiwithin low Weber numbers.

—> Ve

spherical drople
(before deformation)

e el

distorted droplet

Fig. 36 Idea of droplet distortion within the TAB model

Wave model (also Blob jet model) is based on theenstability atomization theory [79]. It
assumes blobs of certain diameter to leave the ERé size of first blob is equal to the exit
diameter. New droplets are formed from the pareopldt and their size is proportional to the
wave length of the fastest growing or most unstahléace wave. The mass of new droplets
is then subtracted from the parent droplet. Thengbaof diameter of parent droplet is
supposed to follow this equation:

da__a7" (<a) Eq.98
dt r ,

wherer is the breakup time defined as:

r=3726B,a/N\Q Eq.99

where/ is the most probable wavelength anads the maximum grow rate. The radius of new
droplets is assumed to follow the following equasio

r=B,A (B,A<a) Eq.100
|[(3rm?u 120)"*
r=min B,A>a
{ (3a2A 14)™ (B> 2)

The most probable wavelengths as follows:

61



PhD thesis Ing. Jan Bodek

1+ 0452 1+ 04T ) Eq.101

A =a902 e o8 )"

The maximum grow rat@ is given by:

o[22 ™ 034+ 038V Eq.102
o ) ([+z)i+141%)

whereWeis Weber numbeiReis Reynolds numberAis Ohnesorge number aiids Taylor
number:

05 2 2
W& 1o zwes, WQ:%, we, =PV 8 pe -Ua Eq.103

o v,

4

These models can be commonly found in discreteephasdel and herein, it was decided to
apply the blob jet model to the Euler-Euler model.
The diameter evolution was defined using a scajaagon written as follows.

da 0 Eq.104

The equation was solved without any diffusion teand the source term accounts for the
change of diameter due to breakup. The source teas) defined via UDF with using
aforementioned formulas (APPENDIX 1X). It was tuned the simple solid jet within quite
coarse 2d mesh (see Fig. 37). The dead zone Bs2goence of the fact that UDS was solved
only where water was presented. The Fig. 37 iditia field of diameter used in momentum
equations. It must be noted the model is howevédy lalf-baked, since it does not account
for new formed droplets. Nevertheless, it mighpbssible to obtain, say, averaged diameters
in different cross sections.

Since the droplet diameter is used only for caloataof drag force acting on the droplet
surface and there was not found any effect of @étoglameter on the spray jet pattern in
previous calculations, this breakup study was setlun the next cases.

Contours of User Scalar D (phase-2) (Time=7.3334e-1012) Apr 14, 2008 | Contours of Diameter (phase-2) (m) (Time=7.3334e-02) Apr 14, 2008
FLUENT 6.3 (2d, pbns, eulerian, ske, unsteady) FLUENT 6.3 (2d, pbns, eule ske, unsteady

Fig. 37 UDS field of diameter and final field of diametespectively
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4.2.2 Flatjetin continuous casting using Euler-Eu  ler model

This section is again focused on already mentidtadet nozzle in chapter 4.1.2, which is
utilized within the secondary cooling section abdke foot roll in a real continuous slab
caster. In APPENDIX VI, the drawing of the slalbstar detail is shown i.e. the area right
below the mold bottom and the slab caster desonps given in brief. On a company’s
request the slab caster dimensions could not bartunBitely disclosed. Firstly, the water jet
was simulated in a wall-bounded rectangular dort@isvoid the extremely narrow geometry
and the angular gap between the foot roll and g svhere the water might be collected.

In this case, the water was spraying on the vémnmeving zone with velocity corresponding
to the slab motion i.e. downwards speed of 5.0 m/Mhe top and the bottom walls were
imposed with no slip condition, whereas planesyofiraetry were used as BC on side walls.
The velocity profile with corresponding turbulene®d multiphase properties from the
previous calculation (see Fig. 34, Fig. 35) wasgaesl to the square velocity inlet. Using
such a complex velocity profile could not be sthgigrward, since there can be found local
face fluxes outgoing from the domain. In other vgrd meant that imposed turbulent
properties were ignored. Further, especially irs tbase, there were very high values of
turbulent quantities on water-air interface andard@gg the solution of field of turbulent
guantities, this could make difficulties as welhéelpressure outlet of 0 Pa was imposed in the
same plane as the velocity inlet.

Two different meshes were used in simulations. filse one was the hybrid mesh containing
hexagonal elements in the region of high speedmnjetteln other words, the hexagonal mesh
was built inside the region where the water jet exgsected. The rest of domain was filled up
with a tetragonal mesh. The second one was camgisblely of tetragonal elements. The
tetragonal mesh quality was naturally much worsa tthe hexagonal one, especially in the
vicinity of nozzle exit.

As definition of the velocity inlet implies, Eul&uler model was used in calculation along
with the ke per phase turbulence model. Both mass and momesquations were solved on
the per phase basis. Interaction between the pyianad the secondary phase was described
only using the drag force. The computing of thagdforce was based on symmetric model,
which supposes the same diameter for both, theapyirand the secondary phase. The
symmetric model is useful in cases when the seggrulzase can become primary phase in
some region of a computational domain. Moreovelikerother models for drag force, the
definition of the drag coefficient is evidently rar that provides the presumption of a more
stable calculation.

Fig. 38  Volume fraction of water for tet mesh and hybrigsim respectively
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To precisely describe the inlet profile the cetlesof 0.1mm was used. Expecting velocities of
about 40m/s required time step less tharbe-06 s to keep the Courant number less than 2.0
Such a low time step results in very long compateti time needed for a slab to pass through
the domain at least once. All these calculationsewatentionally terminated when the flow
time 0.015 s was exceeded.

The convergence behavior in the case of the tetelgmesh was very poor. It was
approximately one order worse than for the hexalgmesh in terms of normalized residuals.
Although the water jet pattern looked like morelist@ than water jet obtained within the
hexagonal hybrid mesh, results within the hexaganesh were considered to be more
accurate. Contours of velocity magnitude are shovanlongitudinal section along the jet axis
for both, the tetragonal and the hybrid mesh, @ BB. It is hard to judge which calculation is
more accurate. Generally, the hexagonal mesh prs\adbetter stability during a calculation
and thus, should ensure more precise results. Hawewe water seemed to artificially align
to the hexagonal cells oriented in the flow directiTherefore, the breakup of the water jet
could be unnaturally suppressed.

In Fig. 39, volume fraction of the water with watexlocity vectors, iso-values of a water
volume fraction with contours of a total pressuwrentours of a turbulent kinetic energy of
water in a top view, contours of a turbulent kinetnergy of the water in a side view, and iso-
values of the water volume fraction colored by &ey magnitude of water are depicted,
respectively.

As described in Tab. 12, four different cases weaeied out and quantities such as water
velocity, air velocity, and volume fraction of wateere compared in a line perpendicular to
the flow direction and located in the center plahdlat jet. The line to nozzle distance was
5, 10, 20, 50, and 100mm, respectively.

The velocity plots are in good agreement withincales. On the contrary, water volume
fraction of water is very low for the tetragonalshecases compared to the hybrid mesh due
to the spreading of the water in the perpendicdlegction to the center plane of water jet
symmetry. It should be noted that this spreading prabably due to not converged solution,
thus, it has no physical meaning (Fig. 40).
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Fig. 39  Volume fraction of water with water velocity vestaso-value of water volume
fraction with contours of total pressure, contoofgurbulent kinetic energy of
water in top view, contours of turbulent kinetiecayy of water in side view, and
iso-value of water volume fraction colored by vélomagnitude of water,
respectively
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Tab. 12 Case notation of water jet modeling in wall-boundeglion

1 mixture ke profile, hybrid mesh, droplet diameter of 200

2 per phase k-profile , tetragonal mesh, droplet diameter of 200
3 per phase k-profile, tetragonal mesh, droplet diameter of 600
4 per phase k-profile, hybrid mesh, droplet diameter of 200

position z=0.01 position z=0.01
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Fig. 40 Dependence of droplet velocity, air velocity, antumne fraction of water on
position, respectively, z = const = 10mm

To sum up, water jet modeling in the simplified Wadunded rectangular domain required
very long computational times. In other words, tinge step was very high compared to the
total time. Further, results were different fortipahe tetragonal mesh and the hybrid mesh.
In the next step, the simplified geometry was regdaby the full geometry i.e. the fluid
region bounded by the mold bottom, the foot rolifate, the slab surface was taken into
account.

The full geometry is shown in Fig. 41. Only theidlzone was solved i.e. the solid zone (the
foot roll, the slab) were not taken into accoundtB the wall impinging region and the gap
between the foot roll and the slab, were expectednake difficulties in convergence
behavior.

Two different meshes were tested. The first one thashybrid mesh with tetragonal and
hexagonal elements. The second one consisted mirbxagonal elements; however, some
hexagonal elements were swept from pave surfacé.nk@sthermore, the second one was
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made of rather coarse cell elements and adaptextjions of large gradients. In the first case
the convergence was very slow. To make mattersaythe solution was limited in terms of
turbulent viscosity. The second case was withoablpm with limiting of turbulent viscosity;
however, the convergence was still very slow. Fertthe non-conformal interface between
adapted cell elements caused unreal distributisobid variables in some regions. This was
caused because of still too coarse mesh even iregien of adapted cell elements.

Velocity inlet profile, which was imposed as velycnlet boundary condition, had different
values than those imposed. Moreover, all the impasdues seemed to be changing during
calculations. This trouble could be as a resulh @bn-uniform data and wrong interpolation,
consequently. The imposed velocity inlet profil@gkl be fixed after several first iterations.
It should be noted that if the flow is going outtbé domain than all other imposed values on
particular cell face are neglected by solver.

Very low time steps were used during calculatidghgther, while the domain was filled with
the water, convergence troubles appeared and inatasven possible to get to time when the
mass in is equal to the mass out. The calculata@htt be always aborted.

Unlike the water jet modeling in rectangular domaie strange lack of water was found in
the center line of the jet. This is shown in Fifj. &imilar behavior can be also found in paper
of S.E.Gant [80] (see Fig. 42). He has modeledlttve pattern of full cone nozzle. Although
he imposed a smooth parabolic inlet profile witbosmstant radial component of velocity, he
has obtained a hollow cone jet instead of the dolhe jet. To say that this is wrong and
unrealistic could be doubtful if compared with exp®ntal results of St-Georges & Buchlin
[81]. The velocity profile develops into the prefilvith two peaks outside the center line as

2.10e-
e-0
s >
3.0 4
0.00e+00

Contours of Volume fraction (phase-2) (Time=6.
FLUENT 6.3 (3d. pbns, eulerian, rke, unsteady)

e=6.3460e-02) Apr 21, 2008

Fig. 41 Volume fraction of water with strange dip in thexwe (on the left), full geometry
with the flat jet silhouette (on the right)

Due to closed geometry and the fact that the wateumulated in the gap between the foot
roll and the slab, convergence was made more dgliffiMoreover, it was not even possible to
reach the time, when the mass in is equal to maiss o

Euler-Euler multiphase model was found to be vesynputationally expensive, even with

convergence troubles; thus, it was decided to ussrfagrange approach instead.
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Water.Volume Fraction

Fig. 42 Contours of volume fraction for full cone nozzleSok.Gant
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Fig. 43 Experimental results of St-Georges & Buchlin, éahe nozzle
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4.2.3 Flatjetin continuous casting, Euler-Lagrang e model

The theory of Euler-Lagrange model was discusseseation 2.3. Also in here, the water jet
was firstly modeled in the rectangular wall-boundieanain for the reason of model tuning.
Afterwards, the full geometry was taken into acdoun

As regards the first case, the flat jet was perjpenafly passing through the plane and droplet
data was captured, simultaneously. The nozzle-vddkance was of 140 mm. The
computational domain seeded with particles is showfig. 44. Evaluation of reliability of
computations was done using comparison between fdata simulation and experimental
data. It must be emphasized that experimentalwlata obtained for different flat jet nozzle;
however, both nozzles have almost the same paressndBeth, distribution of droplet
diameter and velocity distribution, were used foe tomparison. Settings for the flat fan
atomization model are shown in Tab. 13. Some ingpbigettings are shown in Tab. 14.

Tab. 13 Flat fan atomization model setup

X-position of center origin [m] 0
y-position of center origin 0
z-position of center origin 0.0063024
X-position of virtual origin 0
y-position of virtual origin 0
z-position of virtual origin 0.0015
Xx-component of normal vector 0
y-component of normal vector 1 (horizontally sprayflat jet)
z-component of normal vector 0

flow rate [kg/s] 0.279

half of spray angle [°] 27.5

flat fan width [m] 0.0015

Flat fan sheet constant [-] 12
Dispersion angle [°] 6

Both, the air flow and the flow of droplets, wer@upled in the following manner. The drag
force acts on droplet and droplet motion acts @ndin flow. The effect of air turbulence on
droplet motion was not taken into account.

As regards collisions of droplets, collisions wera taken into account since the solution
could be then very mesh sensitive.

Tab. 14 Solution setup

Number of continuous phase iterations pBr
DPM iteration

Number of continuous iteration per flow timéd.0

step
Flow time step 0.0001 s
Number of particle streams 10

Primary breakup was predicted using flat fan jetratation model itself and the secondary
breakup was calculated using TAB (Taylor analogyakup) model, since it was
recommended in literature. The other possible hreakodel (WAVE model) was also
tested. However, TAB model has given better resuits thus, was used in next calculations.
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In Fig. 45, there is shown velocity distribution faoth, experiment and simulation. Different
settings of breakup parameters did not notablycaffee velocity distribution.

Fig. 44 Geometry configuration
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Fig. 45 Velocity distribution from experiment (top), velydalistribution from simulations
(bottom)

The distribution of velocity was found to agree Wwith experimental data almost for all
variations in breakup models constants.

The WAVE model (Blob jet model) was tested withfelieént settings of both constants, BO
and B1. The constant BO accounts for the radiuseaf formed droplet and the constant B1 is
used in breakup time definition. Default values asdollows: B0=0.61 and B1=30; however,
it can be found B1 of 1.73 in literature. The fumdmtals of WAVE model is described in
previous chapter. Different combination of both, 8@ B1, were tested as shown in Tab. 15.
Corresponding plots are accordingly shown in Fgy. 4

Tab. 15 Constant setup

BO Bl
0.1 1
0.3 1
0.3 30
0.5 30
0.61 1
0.61 20

None of tested combinations of both, BO and B1w#ll the experimental data (see Fig. 46).
However, it might be possible to get better fithwitifferent values of BO and B1. The best fit
with experimental data was obtained with TAB modatl number of parcels of 2000 as
shown in Fig. 47. In the same figure, dotted lingsresent results from cases with different
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settings of droplet parcels and droplet streams. fitimber of parcels was changed in order to
fit the experimental data. From the figure it isviolois that the increasing of the number of
parcels leads to more realistic results. The numbgarcels defines the number of different
droplet diameters which can be occupied after hnea&i parent droplet. More parcels signify
smoother droplet distribution, however, it is moognputationally demanding.

It must be noted, that number of particle strearas wonstant in all cases (Tab. 14). A higher
number of particle streams would cause smootheplelralistribution after primary breakup
and a smoother droplet distribution further doweestn, consequently.
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Fig. 46 Droplet number distribution for different settinglwth, BO and B1
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Fig. 47 Droplet distribution from experiment (top), velgcdistribution from simulations
(bottom), red dotted line denotes the case witktigams and 1500 parcels, green
dotted line denotes the case with 10 streams af@ p@rcels and blue dotted lined
denotes the case with 10 streams and 50 parcels

After the model tuning, the water jet was simulateithin the full geometry. The same
geometry was used as in the case of Euler-Eulerehmgd however, the sharp edge in
vicinity of the foot roll and slab contact was @it to improve mesh quality. Thereof, new
surface with small area, which is not present @i, n@as created.

Tab. 16 Three different simulations were performed

1) symmetry boundary condition was used

2) periodic boundary condition was used insteaslyafmetry BC

3) symmetry BC, coupling between DPM and VOF

Regarding the first case, the nozzle angle offset set to zero. In other words, the water jet
was spraying horizontally and thus, there was nerlapping, water jets were colliding.
Boundary condition for discrete phase model on sgitnyrwas set to reflection with constant
coefficient of restitution of 1. Boundary conditioon slab surface (the wall of direct
impingement) was set to wall jet BC i.e. each plativas considered as a solid jet impinging
onto the rigid surface within certain angle (seapthr 2.3). This boundary condition is
generally recommended for heat transfer calculatwith high temperatures.

The size of elements was 2 mm. Convergence behduiong these calculations was very
good as in previous calculations within rectangudamain. In Fig. 48, contours of air
velocity magnitude are shown. A characteristic et#fbn of the airflow is noticeable due to
the pressure difference.
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Fig. 48 Side view on contours of air velocity magnitudeenter plane

As regards the second case, the effect of the anffglet on the flow character was observed.
It was set to 5°. A water jet collision with theoforoll was expected; however, it did not
happen. Symmetry boundary condition was substitutithl periodic boundary condition to
simulate overlapping of water jets.

In both cases, the first one and the second oonglals were allowed to escape from domain
as soon as they hit either the bottom of mold erstmall artificial surface at the bottom. This
procedure ensured that droplets were not cumulatéde domain and computational costs
were not increased; however, the flow descriptibflaav was completely wrong in the gap
between the foot roll and the slab.

As regards the third case, both, the proper floscdption in the foot roll-slab gap and a mass
conservation, were desired. It was supposed tlugiletr energy is wasted after impact onto
the mold bottom, symmetry planes and also in the lggtween the foot roll and the slab.
Hence, droplets rather form into a continuous ne@bfluid (water) after collision with either
one of boundaries or certain portion of water. réf@e, the coupling between discrete phase
model and volume of fluid method was considerethasbest way. This coupling was done
via UDF (APPENDIX X). Initially, there was a cemaamount of water patched in the gap to
improve convergence and shorten the computatianal t

The computational procedure was as follows. Firstlythe beginning of time step, the
continuous phase represented by mixture of watdranwas solved using VOF model.
Then, positions and velocities of droplets repressbrby Lagrange particles were updated
considering coupling between the continuous anddikerete phase. In other words, each
droplet loses a part of its energy due to the fvece and consequently, this portion of energy
is imposed as a momentum source in transport @msatFurther, UDF for discrete phase
sources was used to detect both, droplets whichthieit bottom of mold, the planes of
symmetry, the foot roll and droplets which entex tomputational cell with volume fraction
of water F >= 0.5. The mass and the momentum df demplet were assigned to mass source
and momentum sources, respectively and the dragled Lagrange particle was removed
from the calculation. After that, the whole processme to the next time step and
computational procedures repeated again.

It should be noted that none of droplet mass wgsoged in source term during just one
single time step i.e. it was rather spread withiarager time period to provide smooth source
distribution and avoid overshooting values. Suclmass source term was given by the
following formula:
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S:L , Eqg.105

Sp |N/cell [ﬂ
whereQ is the flow rate [kg§, S, is the stream strength i.e. number of dropletstieam
[droplets.8], Veen is the volume of a cell antlis the suitable time period. As mentioned
above, the basic element size was 2 mm. Knowindlahget velocity of around 40 ris it is
easy to determine the suitable time step (apprdeimde-05 s) based on Courant number.
The time period for smoothing of sources was determined intuitivaeld tested numerically.
Three different values of time periddwere considered (5e-05s, le-04 and 2e-04 s) and
results were compared in terms of water mass gemtkday each case (see Fig. 49 and
description below).
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Fig. 49 Total volume fraction of water within whole compgigaal domain dependent on
time (dotted lines represents simulations for défif time periods t, whereas grey
line represents expected behavior)

In Fig. 49, the volume mass of water dependentime tstands for the actual difference
between total volume fraction of water and theiahivolume fraction of water within entire
domain. It is clear, that the difference is firstiyickly increasing, but as soon water starts to
escape from domain through the opening, the diffszedecreases until it remains constant
i.e. inflow is the same as the outflow. All of tedttime periods gave satisfactory results and
thus the time period was said to be a parameter that does not havefeect en mass
generated by the source term (Eq.105).

It should be noted that this comparison does ngtasgthing about the mass conservation
between Lagrange and VOF model i.e. whether themualow is same as the water outflow.
For this purpose, an additional UDF was designeatder to calculate both, cumulative mass
delivered by Lagrange particles lowered for watatflow, and actual volume mass of water
currently present in domain lowered for the initvalume fraction of water. Regarding the
first variable, it should show linearly growing ik until water starts to flow out of the
domain. Then, it shows rather exponential trend famally it should ideally stay constant.
Regarding the second variable, it is the same biarias shown in Fig. 49. A relation exists
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between these two variables. They are not cointiddre second one starts to grow a little
later, but then it should collinearly follow thedii variable until water starts to flow out of the
domain. Knowing this condition of collinearity, tleource term given by Eg.105 can be
multiplied by a constan€C and the model for the coupling can be tuned tdllfuhass
conservation consequently.
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Fig. 50 Volume mass of water dependent on time (blacképeesents cumulative volume
mass caused by Lagrange particles being abortetieddines represents total
volume fraction of water lowered for initial wateontent for different constants C)

It is evident that the constant C = 4 shows th¢ Imass conservation (see the red dotted line).

Fig. 51 Isometric view of the whole computational domaith\ilat jet represented by water
droplets and continuous water in gap between talk ahd the foot roll (droplets
are represented in blue, water volume fraction.6fi8 in green)
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Fig. 52 Side view

In Fig. 50 and Fig. 51, the flat jet is horizonyadipraying onto the slab. It is shown in blue
colormap. Further, in regions where water forms iobntinuous phase, it is represented by
water volume fraction of 0.5 (green). Both figustand for a time marching from 0 sto 0.3 s.
Several issues had to be sorted out before ruraisigccessful simulation, which should be
discussed here. The first one is related to thécgbpn of drag force, which can be described
by the following equation

u 18[T, Re Eq.106

F. =
° pdl 24

where u denotes dynamic viscosity of ambient and indexsoat droplet properties. Drag
coefficient G was formerly defined in chapter 2.2. The issueididact that discretization
scheme for volume fraction of water is not abléréxk absolutely sharp interface i.e. in some
regions it is rather smeared within air phase taisequently causes unrealistically high drag
forces. An additional UDF was designed in ordetréat ambient with water volume fraction
< 0.5 as it was pure air. This UDF for drag forsedescribed in APPENDIX X. Another
issued can be found when considering a break upmbdaforementioned simulations, The
Taylor Analogy Breakup model was considered. Howewehere the breakup model was not
taken into account since the breakup is mainly dase Weber number, which would be
artificially altered in cells containing water vohe fractions >0 and it would consequently
lead into inadequately fast droplet breakup. Unifioately, it is not possible to change any
breakup model parameters via UDFs, and thus thakbpemodel was switched off during
these simulations. To sum up the model for couptiatyveen the DPM and the VOF, it was
found to be numerically stable especially due toatined source terms. It showed quite fair
results which were not however validated by expeninThe time step was one order lower
(1e-05 s) than the time step in the case of justDPM. UDFs used for the coupling are
available in APPENDIX X.

In heat transfer calculations the coupling was heweot included because it would increase
complexity especially model for vapor layer wouldvh to play together with the coupling
model. Thermal radiation was also not considere@ do its complexity and high
computational demands. The full geometry includimg solid zone (the slab) was employed.
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These calculations might theoretically give gooslutes in the nozzle footprint and its close
surroundings; however, as shown later there wereregreement with the reality at all.
Droplet evaporation and droplet boiling were coasdd as the most dominant heat transfer
mechanisms. The transport of non-reacting specéssemployed to describe the formation of
the vapor and vapor mixing with ambient air. Matkeproperties are listed in APPENDIX XI.
Some properties were found to be highly temperatlependent, especially saturation vapor
pressure. Therefore, piecewise-linear interpolatisas used describe these properties.
Saturated vapor pressure is obviously the most eéesypre dependent quantity as shown in
APPENDIX XI.

Heat transfer calculations were tested within thi@Wing settings. The temperature of the
slab was lowered to 200°C in order to avoid higtrses in transport equations in ‘kick-off’
simulations. The operating fluid temperature wa¥XC5@s regards settings of DPM that were
fixed in all simulations, the number of continuuimape iterations per DPM iteration was 5.
Next, the under-relaxation factor for DPM was OlBe secondary breakup model was not
considered, since it led to droplet temperaturdsvb®°C when using TAB model. Author
wanted to note that the increasing diffusion caeeffit should naturally enhance evaporation
process; however, this was not observed in sinmnatiln Tab. 17, there are results from 9
simulations. Results are compared in terms of @eeteat flux from slab surface. Variable
parameters are always shown for each simulatiosicBly, the calculated heat fluxes are
give or take 10 times smaller than those beingstgal Anyway, one can study parameters
that have effect on the calculated heat flux. lbliiously size of cells adjacent to the slab
surface that has the most significant effect. iagsed by the sensitive difference between the
slab temperature and the temperature in the celtad. Unfortunately, the mesh refinement
near the slab is restricted by the DPM limitationwwlume fraction of dispersed phase that
should be lower than 10%. Turning on turbulent nhodié not show any noticeable
difference in results compared with laminar simolas. The lower the number of particle
streams was, the higher the heat fluxes were eaéxll The higher number of streams also
led to convergence problems resulting from volunaetfon limitation for DPM. As regards
the effect of saturated vapor pressure on thefheatits jump slightly increases the heat flux.
In Fig. 53, the horizontally spraying flat jet isasvn along with contours of heat flux on the
slab surface. The cooling intensity is evidentlyghar in nozzle footprint than in
surroundings.

The vast discrepancy between calculated heat flaxesrealistic values can be explained
using the paper by Bhattacharya [34]. He claimed tine DPM was developed for simulation
of heat transfer from hot gaseous phase to liquighldt phase and thus, not for simulation of
evaporative heat transfer from heated solid surfadiguid phase. He employed a simplified
modification of DPM in order to simulate evaporatiof a single droplet. The temperature in
cells adjacent to the slab was held constant d snperature throughout the whole
evaporation process. Further, the mass fractiomapbr was set to unity in this cell layer
adjacent to the slab.
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Tab. 17 Model settings with calculated average heat flaxfrslab surface

saturated vapor
wallBC | flow number of streams | height of first cell layer | pressure heat flux
[-] [mm] [Pa] [W/m2]
. 90 8000
wall film . o
2 piecewise linear 10000
7000
. 2658 62000
laminar
30 0.2 26580 68000
wall jet 265800 74000
2658 100000
0.1
115000
265800
turbulent 0.2 100000
7.94e+04
. 7.54e+04
7.14e+04
B.75e+04
6.35e+04
5.95e+04
5.56e+04
5.16e+04

4.76e+04
4.37e+04

- 3.97e+04
3.57e+04

7.94e+0% j/
3.97e+0% Y—lX

0.00e+00

Fig. 53 Droplets of flat jet and contours of heat flux [Vffm

4.3  Flow outside cooling nozzles, solid jet impingi ng onto hot plate

It is well-known that solid water jet generally ef§ great cooling capabilities within very
small impacted area compared with other nozzlestyyeh as a full-cone nozzle, a hollow-
cone nozzle etc. Conversely, if the area to beecbdbwn is much larger than the solid jet
footprint, it is convenient to use full-cone noziistead.

Here, in this chapter, only one particular nozzéswhosen to be modeled. It was the solid jet
nozzle with the exit diameter of 2 mm (see Fig.. 34)e flow rate of 1.2 I/min was simulated.
The solid jet was perpendicularly impinging ontd bincular plate of diameter of 60 mm. The
nozzle-to-wall distance was 10.6 mm. Either a tamistemperature or a constant heat flux
was applied as a thermal boundary condition on ithpact wall. Firstly, the water
temperature was below the boiling point thus thpovdayer was not formed. The solid jet
spreading, the transition from laminar to turbulfatv and heat transfer coefficients were
studied. Several models for predicting turbuleneeenested (k; k-0, RSM, LES); however,
only k- ¢ model gave fair results with acceptable computaticosts.
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Fig. 54 Solid jet

4.3.1 Tuning of constants in k- & model

Forced convection around the flat plate was chasender to tune up constants ire knodel,
since it was studied by many researches and rel@btelations are available for wide range
of Reynolds and Prandtl numbers either for condtaat flux or constant temperature. In this
case, correlations for constant plate temperatere wmployed [82].

Numerical model was similar to experimental setdgscribed in [82]. Model was 2D
axisymmetric and water inlet was far enough from émtering edge of horizontal plate to
ensure correct boundary layer development. At titerang edge, the laminar boundary layer
starts to develop. For critical Reynolds numbeg Rd e+05, the transition from laminar to
turbulent flow occurs and cooling intensity is ented. For laminar flow, the correlation for
local Nusselt number has the following form:

Nu, = th(X = 0332Re® Pr*®  06<Pr<50 Eq.107
For turbulent flow, the local Nusselt number is:
Nu, = h|X<X = 0.0296Re"*Pr*®  06< Pr<50 Eq.108

Physical properties of the flowing medium corregptm so-called film temperature, which is
defined as:

T +T, Eq.109
2

T, =

As regards the numerical model, several water w&saovere considered (6, 12, 24 m/s). The
transition from laminar to turbulent regime wasided from the critical Reynolds number
and the laminar zone was imposed accordingly.

Enhanced wall treatment with realizable kaodel was used for turbulence description [83].
It is a two-layer model combined with so-called amted wall functions. In general,
turbulence enhances heat transfer. In numericaletmayl this enhancement is represented by
turbulent conductivity K which is defined as:
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k = Cobh Eq.110
Pr

where Pyis turbulent Prandtl number and it must be foupeékperiment. Here, this constant
was found to be 1.3. In Fig. 55, there is showrhpoorrelation results for turbulent region
and computational results for two turbulent Pramdtmbers. Correlation fails to predict
transition HTC; however, simulation is obviouslypaale of that. The black curve (Rr1.3)
follows very well the correlation. This is for theater velocity of 6 m/s. Further, other
velocities (12, 24 m/s) were taken into accountheck the versatility of turbulent Prandtl
numbers. In Fig. 56, each curve stands for thaivel@rror of HTC between computational
and correlation results. It is evident that a highedocity implies a higher error. Despite the
6% error in case of 24 m/s, it is still worthfuktdt within the bounds of CFD capabilities.
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Fig. 55 Heat transfer coefficient in turbulent region,760°C, T, = 40°C, velocity 6 m/s
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To sum up, realizable &-model with enhanced wall treatment successfulypusated
turbulent quantities along the hot horizontal plafée value of y* was kept as close as
possible to unity [83]. The default value of tudmt Prandtl number of 0.85 was found to
overestimate HTCs in velocity range of (6 — 24 mI$)e turbulent Prandtl number of 1.3 was
found to be the most accurate and was used incadodlations.

4.3.2 Heat transfer without boiling

Now, we have moved on to the numerical modelindgpext transfer between water solid jet
and the horizontal hot plate. Since the natureotifl get spreading and heat transfer is not
known a priori and one must look on CFD resultsyveritically, it was gone through
literature to look up suitable experimental data.[84], authors carried out several heat
transfer experiments with confined, unconfined antbmerged water jets within different
thermal conditions on heated horizontal plate. Thleays used a constant heat flux instead
of having constant surface temperature. One veppitant thing was observed in case of the
single, circular, unconfined water jet. It was th@nsition from laminar flow to turbulence.
The transition started around x/d=5.5 and end aroda=9. It should be noted that transition
location is not a constant value and it dependgebivelocity, nozzle-to-wall distance H,
nozzle type and some other factors.

To make it worse, information about the transitiocation can be found only experimentally,
since CFD does not allow simulating a transiticomirlaminar to turbulent flow. In literature
[86], several correlations were found usually dixsiog an average Nusselt numidéu,,g vs.
dimensionless position from jet ax$D. However, none of them account for transition to
turbulence. In several papers [84], [85], transitlocation was experimentally detected. In
Fig. 57, several points are shown correspondingatticular jet velocity and dimensionless
position where the transition to turbulent flow beg Experimental data gathered by Wu, S.
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(red points in Fig. 57) were ascertained as mogihle and were simply fitted with line
defined as

x/d :—§u+118, Eqg.111

whereu is the jet velocity. This equation was later ugedalculations to specify laminar
zone. Here, it is strongly recommended to use dégigation only for undisturbed rather
laminar jets and velocity ranges (4-13 m/s).
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Fig. 57 Each point stands for transition location from layar to turbulent flow

As mentioned several lines above, computational ehodas built according to the
experimental setup described in [84]. The nozzigcerdiameter was 2.0 mm, the nozzle-to-
wall distance was 10.6 mm. Inlet temperature ofewatas 50°C. Flow rate through nozzle
was 1.2 I/min. The impacted area was of a roungestidiameter of 60 mm) with a constant
heat flux 398 kW/rh Thereof, dimensionless position from the jet axiss in range of (0 —
15). Model setting carefully followed experimensat-up.

In Fig. 58, both, contours of velocity magnitudel ghase interface, are shown. In the same
figure, there are illustratively presented expentaé (red points) and calculated HTCs
(yellow and orange curve). The yellow one stands tfee case simulating transition to
turbulence and the red one for the case with teriiuflow in the entire computational
domain.

In Fig. 59, the aforementioned behavior of HTC epidted with appropriate scales. Relative
errors for each computational model are also ptesermThe maximum error for turbulent
model is about 40%, while the maximum error for tfasient model is just 20%.

To summarize this chapter 4.3.2, it was found water jet spreading undergoes two regimes.
The first one is located near the impingement megwhere the flow is relaminated. The
second one appears in a certain distance fromethaxjs. In this position of transition, the
laminar flow switches to turbulent flow. This pasit was described by Eq.111 applicable
just for prescribed conditions.
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Fig. 58 Spreading of unconfined water jet on hot wall vilihstrative trend of HTC;
contours of velocity magnitude [m/s]; red pointsu(8/experiment), orange curve
(calculation with k-epsilon model), yellow curve¢aunts for transition to
turbulence)
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4.3.3 Heat transfer with film boiling

Here, it was desired to shed a light on a modedhdilm boiling. In chapter 4.3.3 heat
transfer between unconfined solid jet and hot serfaas discussed; however, boiling was not
taken into account. Here, two different film bogimodels are discussed. Regarding the first
model, the geometry and model settings were adofitted the aforementioned model
without boiling. Only the thermal boundary condition the impact wall was altered. This
thermal boundary condition of a constant heat fmas increased from 39.8 W/énto
141.4 W/crf (this choice based on [84]) to provide film bagliexistence.

As regards the second film boiling model, the dédfe water jet [28] was considered instead.
The unconfined water jet of diameter of 20 mm wéscgd into axisymmetric rectangular
domain, which was 800 mm in width and 60 mm in heig

Vapor layer modeling via non-physical approach

The vapor layer was expected to be continuous tiitke independent thickness. In [84], it
was clearly shown that film boiling occurs when tllgpiid reaches temperature of 150°C.
Afterwards, the water layer thickness is expec@dyow. In other words, it means that
condensation does not take place and only vapanzaan be thus considered.

Note that the aforementioned multiphase flow i.atex plus air was solved with VOF model.
Here, the third phase was added and it was thervapo

The UDF was designed to calculate vapor mass asdygisources for continuity and energy
equation. The algorithm was designed as followsstly| the closest cell to the jet axis near
impact wall with temperature of 150°C was detect®tice the vapor layer formation was
expected to start inside this cell, the vapor nsassce term was imposed and it was given by
the following formula:
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EqQ.112

lova our
Sva our = Q ° !
P | P

where vapor density to water density ratio provitiest the vapor volume fraction will be
equaled to unity. Corresponding to this vapor ms@srce term, source term for water
continuity had to be imposed. It was given as fefio

S = _Svapour Eq113
Energy source term due to latent heat was constiuatcordingly.

Sh = _Svapour (L Eq114

Secondly, vapor flow rate through the outlet boupdesondition was checked every each

iteration. As soon as it was the same as the suwa@dr mass sources, new source terms
were imposed in downstream cell and the algoritbapéd until interface had the saturation

temperature. The procedure is schematically shavig. 60.

The main idea of this approach was to simply sibeudatime-averaged vapor layer and solve
it within steady mode. Unsteady solution would beadjy impractical because of small mesh

size and consequent time step restrictions reguftom Courant number. It was desired to

simulate the flow in whole domain as in 4.3.2.

WATER

» il

//-— = AN R S5
(R JD
\\\Start

T>=150°C

Fig. 60 lllustrative outline of looping algorithm for defing source terms

YY)y
3

In Fig. 61, contours of vapor volume fractions sinewn in both, full and detailed, views. The
blurred interface between water and air can beanlsly observed. Moreover, one can see
significant wrinkles that definitely imply an unatty flow and a tearing of vapor layer. The
blurry interface is a consequence of implicit fotation of volume fractions.
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Fig. 61 Detail of vapor layer on hot wall

To sum up, steady calculation of vapor layer wasy fast and might give approximate

estimate of vapor layer thickness. Unfortunatetg primary assumption of steady film was
disproved. Therefore this approach is not suitabliis case. In the next chapter, a different
approach is presented.

Vapor layer model based on heat flux through phasmterface

Unlike the approach mentioned in the previous dmaphere, the vapor layer can be
continuous, but it can also oscillate and evenlkme® small bubbles. The model geometry
with appropriate boundary conditions was adopteanfi{28]. The confined water jet was

placed in an axisymmetric rectangular domain, whics 800 mm in width and 60 mm in

height. Source terms for vapor generation were tcocted based on studies of Welch and
Yuan [12], [14]. In each interface cell the heatxflvas calculated (see Fig. 62) according to
the following equation:

Q:kd—T:k[ﬂmijan [W/m?] Eq.115
dn dx
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/ interface cell
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Fig. 62 Scheme for idea about heat flux calculation

The source term for vapor phase was consequenthedbllowing form:

A-Q
Svapor = Eq.116

Corresponding to this vapor mass source term, sotanen for water continuity had to be
imposed. It was given as follows:

s = _Svapour Eq117
Energy source term due to latent heat was constiwatcordingly.
Sh = _Svapour (L Eq118

These all source terms were explicitly applied MFs to transport equations and were
solved iteratively. The UDFs are available in APREKX Xll. Results for case with inlet
velocity of 1 m/s, inlet temperature of 50°C angauat wall temperature of 130°C are shown
in Fig. 63. In the first figure, contours of velbctogether with the detail of vapor layer are
presented. The vapor layer is discontinuous, changgdly, forms stripes that immediately
condense and do not penetrate the bulk volumehdrsécond figure, heat transfer coefficient
dependent on radial coordinate is depicted. Befiaesition to boiling regime the HTC is
evidently smooth function. However, the boiling ocat several diameters from the jet axis,
the HTC values oscillate and are enhanced.
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Fig. 64 Dependency of Heat Transfer Coefficient on radadipon

4.3.4 Euler-Lagrange model used instead of VOF mode |

In chapter 2.3, a few words were remarked abouhi$tery of Lagrange model. Further, the
model theory was discussed in brief especially Wwailndary conditions.

In this chapter, the water jet was attempted tonbdeled via Euler-Lagrange model, though
the problem did not meet the limitations of the tzamge model (see 2.3) especially the
restriction on the volume fraction of the disperpddse. The model geometry was the same
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as in the previous subheads. However, the meshvgagl much coarser in the case of
Lagrange model. The size of the basic element wasin and the finest element height near
the impact wall was 0.05 mm, which was one ordghdi than in the case of VOF model
(0.0036 mm).

In this model, the air was handled like the cordiml phase, whereas the water jet was
introduced as a dispersed phase i.e. the mixtudeopliets of different diameters.

Concerning boundary conditions for the continuobase (air), the pressure outlet BC was
identical with that from the model in the previotisapter. However, the pressure inlet BC
was removed and replaced by the wall BC. Other 84 as the axis, the impact wall and
the upper wall were retained.

It should be noted that the Euler and Lagrange tecai® entirely different compared with
each other. Therefore, besides other things, ultesn different boundary conditions. For
Lagrange model, the inlet and the wall boundarydd¢@m are obviously the most important
and the most crucial in most of applications.

Here, the inlet BC condition was represented byalted the plain-orifice atomizer model,
which based on Reynolds number, Weber number nakeiozzle geometry, saturation vapor
pressure and liquid physical properties determthesworking state of the nozzle and thus
calculates the nozzle exit velocity, the dropletndeter distribution, the spray angle and the
Sauter mean diameter. In other words, it definesptiimary water jet breakup. The setup for
this atomization model is given in Tab. 18.

Tab. 18 Plain orifice atomizer model setup

X-position [m] 0
y-position [m] 0
Temperature [°C] 50
Flow rate [kg/s] 0.02
Start time [s] 0

Stop time [s] 10
Vapor pressure [Pa] 12330
Injector inner diameter [m] 0.002
Orifice length [m] 0.012
Corner radius of curvature [m] 0.002
Constant A 4

The vapor pressure for the given temperature wasleted using the following expression

p= ex;{ 20386—5_1|_32J Eq.119

where temperature is in Kelvin. In Tab. 18, theipon of injection, the liquid temperature,
flow rate is defined. Further, the start time alne $top time of injection have to be specified.
The nozzle geometry is described using the nozameter, orifice length and the corner
radius inside the nozzle. Since the plain atommedel was designed particularly for diesel
jets i.e. different nozzle states can occur, thampater A has to be specified. In fact, A is the
spray angle and is said to range from 4 to 6.

The constant temperature of 100°C was imposed edadkindary condition on the impact
wall. This BC itself does not say anything abowt dnoplet treatment when they impinge onto
the wall. For that reason an extra wall BC haset@addected to describe the droplet fade. Both,
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the wall-film and the wall-jet boundary conditionsere tested here in order to reveal the
more appropriate one for other given conditions settings.

The two-way coupling between the continuous phasg and the dispersed phase was
considered. According to the results in chapter24,3he flow regime is laminar near the jet
axis, than undergoes a transition to the turbullemt and from a certain distance is fully
turbulent. Regardless this complex flow regime, tllev was simulated as a laminar. It
caused a better stability during the solution.

Firstly, the cold flow is described in detail arebsults are compared with those mentioned in
chapter 4.3.2. Flow variables such as velocityticsfgessure are of interest. As regards the
evaluation of water jet velocities, it is done by@dDF described in APPENDIX XIllIl. Since
the jet is simulated using Lagrange model, the amglowithin each cell is calculated as a
mass-weighted velocity of particles located in dipalar cell. In Fig. 65, axial velocities in
three different positions are shown. The top grepimpares axial velocity profiles of both,
Euler-Euler model and Euler-Lagrange model, indlstance of 2 mm from the impact wall.
The middle and the bottom graphs are for distarficé mm and 8 mm, respectively. It is
evident that the Euler-Euler model gives a velodipended on the radial position also inside
the water jet. On the other hand, the Euler-Lageamgdel gives an approximately constant
value of the axial velocity (6.4 m/s). Furthermotkis value of 6.4 m/s does not change
within the entire nozzle-to-wall distance. Thica&used by relatively large Lagrange particles
(~1.7mm) and high kinetic energy that is only dligleduced for the drag force. However,
the discrepancies as regards axial velocities @énthid water jet are negligible (7%) compared
to the differences inside the plain air flow (100%b) the case of the Euler-Lagrange model,
the momentum transport in the radial directionpgaaently significantly suppressed.
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Fig. 65 Profiles of axial velocities in 2, 4 and 8 mm frdme impact wall

In Fig. 66, radial velocity profiles of both, Euland Lagrange model are shown for distance
of 2, 6, and 18 from the jet axis. Only in the @maph, results are evidently at least similar
and the trend of the Lagrange curve is the saméhasof the Euler. On the contrary,
Lagrange profiles in the middle and the bottom gsaghiffer significantly from Euler profiles.
By and large, radial velocities calculated by Lage model are dropping faster than those
calculated by Euler model. In summary, developnoémrror in velocity field is obvious and
probable causes of these errors can be stated.id@dng the solid jet injection for the
Lagrange particles as a beginning of the error frpthe first cause is immediately obvious.
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It is the inlet BC for Lagrange particles. Therafmentioned inlet BC for Lagrange particles
called the plain-orifice atomizer model predictse tdroplet diameter and its velocity
regardless the position from the jet axis. In otlerds, a smoothly varying velocity profile
exists in reality, while the Lagrange inlet velgdield does not account for the radial position
that can consequently lead to errors. Secondlgrattscrepancies in velocity field are found
in the free stream water jet. In reality, the wgegris solid, with a free interface. The axial
velocity profile is not constant. Moreover, it isv@loping with the axial coordinates. On the
contrary, the axial velocity profile is constanttire case of the Lagrange model. The nature
of the jet is incomparably different. It consistisdvoplet streams (10), where each stream is
represented by a line of droplets, the drag foscthé only force acting on the droplet and
there is no momentum interaction between drop&itee there is not a momentum exchange
between droplets, the development of velocity idiakdirection cannot occur. Further, in
both cases, the same jump in axial velocities seoked on the interface; however, profiles of
radial velocities in air bulk differ between eadhear (see Fig. 65). This might be caused by a
rather coarse mesh within the air bulk. In the reage model, air axial velocities are
dropping much faster with radial coordinates. At Jahe most noticeable errors are evidently
caused after the jet impact onto the wall, whereadl BC for Lagrange particles is applied.
As mentioned above, two wall BCs were tested (yeallland wall-film BC). The
aforementioned results were acquired with the yealBC. When have a look in Fig. 66, it is
evident that the wall jet represented by the Lageastreams of droplets loses its momentum
very quickly compared to the results within thedtuhodel. Concerning the wall-film BC, it
showed up that this BC is not suitable for modetimg type of the water jet, since droplets of
higher impact energy were splashing on the impadt which was not realistic.

Apart from the comparison of velocity fields, imp@cessure distribution within the water jet
footprint is discussed here. The true value of ximal impact pressure follows from the
Bernoulli equation.

Pmax = p\ﬁ Eq.120
2

For given conditions i.e. the flow rate of 0.02kghd the nozzle exit diameter of 2 mm, the
max impact pressure can be 20.2 kPa. The bluanifégy. 67 represents the impact pressure
distribution for the Euler model in jet footprintithin radial distance from O to 0.03 m. At
first sight, it is evident that the max impact @® exceedsyax calculated using Eq.120.
The overshoot is about 5 kPa that might be caugednumerical compressibility. The impact
pressure distribution has the peak in the jet ceartd then it drops with the increasing radial
coordinate roughly following the Gaussian curveit@different results were obtained in the
case of the Lagrange model. The red line in Figs&ihds for impact pressures from the
Lagrange model simply calculated from impact enayfjdroplets. Because of more or less
constant droplet impact velocities and no momenaxohange between them the impact
pressure is constant in the jet footprint.
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Fig. 67 Impact pressure distribution in jet footprint footh, Euler and Lagrange models

Despite rather different velocity and pressuredfebetween the Lagrange and the Euler
model, heat transfer cases were tested with thentleBC of a constant temperature of
100°C.

Both, at first, each droplet was handled as a smdidicle and thus, only the inert heating of
droplets was considered. For the modeling of tleetiheating of droplets the inert heating
law was used, which is a standard heat transfefdaPM particles (described in 2.3). The
calculated HTCs are represented by the red lineign68. The order of results is definitely
eye-catching, because in the true order it is ©& dut 1000. The max HTC in the jet axis
should be around 60000 W/m2-K. For the reasowtally different results than expected, it
was assumed that if the HTC applied on the drapleface was increased, it would lead to
significantly enhanced cooling intensity. In APPEIXDXIV, there is described an UDF that
customize the inert heating law such that it miiégopthe HTC on the droplet surface by a
suitable constant. More constants were tested tamgs found that larger constants slow
down convergence. Finally, the convergence wasddanthe constant equaled 5. The blue
line in Fig. 68 stands for results with the usefira inert law. Though HTCs further from
the jet axis were more than two times increased, HTC peak within the jet axis
unexpectedly remained the same. The last attempttdilaenhance the cooling intensity was
done using turning on the species transport aridrdiit DPM laws namely the vaporization
law and the boiling law. To make the picture cortgl¢éhe continuous phase is represented by
the mixture of particular species that are oxygeimpgen and the vapor. In this case of the
three species, an additional transport equatiosoiged for each species except the most
abundant one (nitrogen). When the droplet tempegagats to the vaporization temperature
(10°C), the inert heating law is switched to theoszation law previously described in
chapter 2.3. Similarly, when the droplet tempemtyets to the boiling temperature (100°C),
the vaporization law is switched to the boiling laie green line in Fig. 68 however depicts
disappointing results, which tightly follow the vdts of the case with the inert heating law
only applied.
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To summarize, the application of the Euler-Lagrangelel here on the modeling of the solid
jet turned out to be just a bit suitable for a mowgeof a cold flow i.e. velocity and pressure
fields. The only advantage above the Euler-Euledehds that its computational costs are
much lower and transient problems can be thus dolNRegarding the heat transfer
calculation, the Euler-Lagrange model completelledato predict even the order of the right
HTCs.

To conclude this chapter, the Euler-Lagrange malelaimed to be not appropriate model
for a modeling of solid jet flows especially thasmupled with heat transfer problems.
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5 Conclusions and Discussion

The title of thesis is Effect of flow parametersvediter and air atomized sprays on cooling
intensity of hot surfaces that obviously says natabout procedures and approaches used to
gain valuable results. Thus, the fact that so@®RD methods namely the commercial code
Fluent were used is the first very important remiarlconclusions. Furthermore, it is very
important to note that unlike non-commercial in-bewodes the CFD package Fluent as a
general-purpose modeling tool does have a cemahih flexibility and numerous lines must
be inevitably respected. Anyway, even without adddl user changes to Fluent's algorithms
it is still capable CFD tool. As accidentally indted it is possible to design your own user
defined subroutines (UDFs) when a standard modé& rsufrom incompleteness. UDFs in
this thesis stand for a basic building stone.

The thesis is divided into two seemingly indepengemts. The first part concerns numerical
study of a single droplet denoted as a micro-sgaist of view. The second part is dedicated
to simulations of the entire water jet emanatirgrfra solid jet nozzle and a flat fan nozzle
using the Euler-Euler and the discrete phase m@ieM).

In the first part, the detailed description of thee surface tracking model (Volume of Fluid,

VOF) precedes results from simulations. In briék nly difference compared to single

phase flow modeling is that the volume fractiorused to track and identify the interface
position. It was found out that in addition to 8tandard convective stability condition (CFL)

a special stability condition exists and must beyell. This stability condition prevents

waves on free interface from being amplified. Imgée phase flow simulations the convective
stability condition introduced by Courant numbeF[{ should be less than 2. However, here
in VOF simulations it was below 0.5.

The main objective of the first part was originaltycomprehensive explanation of heat
transfer coefficient (HTC) on a hot surface duriagsingle water droplet impact and a
consequent droplet spreading. Further, it was alkemded to study the velocity field both
outside and inside the moving droplet. First dation settings were as the following. The
droplet of the specified diameter was patched esitwo dimensional domain with the initial
velocity of zero. In other words the droplet waatis at the beginning of simulation. The
gravity force, the capillary forces and the dragcéowere the only forces acting on the
droplet. Naturally, the droplet velocity was expetto follow the Newton's law. Numerical
solution of Newton's law (ODE solved in MATLAB) wased for verification of results from
simulations. Note that the algorithm for Newtoras/ Iwas also designed to account for the
drag force considering both, constant and dynamag doefficients. Results from simulations
unexpectedly varied significantly within the rangfetested droplet diameters 2.0 - 0.2 mm.
The case with 2 mm droplet diameter agreed peyf@ath Newton's law solved numerically.
However, the case with the droplet diameter ofrir@ was far from to be desired because of
so-called spurious or parasitic currents that amgoeauring simulation and prevented the
droplet from the physical acceleration. For the llgatidiameters the droplet even didn't start
falling towards the bottom surface, it rather kept fluctuating around the same position.
These parasitic currents were evidently caused Hey durface tension model (CSF -
Continuum Surface Force model). Because of theemiee of spurious currents especially in
droplet diameters common during spray cooling tReCHlistribution could not be for that
reason studied. Instead of running meaningless laimoos seeking for HTC distribution,
several different models were set up in order tee giletailed information on parasitic
currents, droplet terminal velocities obtained fremmulations, and proposals how to get rid
of parasitic currents.
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The first modeling approach was aimed at termimalocity of free falling droplet.
Simulations were carried out in the droplet framheederence in order to maintain the droplet
in the same position i.e. the droplet was withowvenand there was rather a non-zero
velocity field around it. This approach allowed &iatic mesh refinement along the interface
and in places of large velocity gradients. Withphef this approach, pressure and velocity
field could be studied with success, but unfortalyabnly in the case of 2.0 mm droplet. This
approach was also found to be suitable for caloulaif terminal velocity (2.0 mm droplet ~
terminal velocity of 6.56 m/s). As regards the ueel of the model in the case of 0.2 mm
droplet, it was caused by some lacks of CSF mdaesdpite this weakness of the model, the
terminal velocity (0.2 mm droplet) agreed quite lweith real droplet behavior (terminal
velocity of 1.8 m/s). The model was able to captine recirculation area inside the droplet
and the wake formed behind it.

The purpose of the second modeling approach wasnlify the previous model in terms of
forgetting multiphase models and using single plmasdel instead. The circular droplet was
introduced as an axisymmetric circle surroundeeavalys. The momentum transfer across the
wall was provided through User Defined Function @)Drhis study gave satisfactory results
as regards velocity and pressure field in full g tested diameters. Note that it was not
capable of computing terminal velocity. The ternhinalocity was actually used as inlet
velocity boundary condition. The advantage of thsdel was that simulations could be run
within the steady solver and thus it greatly reducemputational time consequently. Just one
remark on momentum transfer through the interfdeaulsl be made: The UDF accessed
velocities in fluid cells (air fluid) adjacent tbe interface (wall) and then imposed a 'relevant’
portion of stored velocities in each of countelscel droplet bulk. The 'relevant’ portion of
velocity is always less than unity and in this ¢asevas determined from the previous
simulations.

The third model directly simulated a droplet fred-funder gravity with the help of the
dynamic grid adaption procedure implemented viarjalfile. This model was used to study
the effect of the CSF model on the droplet accataraluring the free fall. The droplet with
the diameter of 2.0 mm was tested only on meshtsatysand it was found out that the finer
the mesh was, the lower the resulting acceleratias. The actual droplet speed was nearly
linearly dependent on time; however, in simulatitims finer mesh led to the drop in droplet
speed. That's why this model was also the confionaif several paper works that the CSF
model diverges with the mesh refinement. While thenm droplet was tested on mesh
sensitivity, the 0.2 mm droplet was tested withhe tange of different surface tensions. The
physical value of surface tension (0.072 N/m) ewempletely prevented the droplet from
falling. The droplet rather kept on fluctuating and the initial position. The lower the value
of surface tension was, the more realistic the létagcceleration was. This malfunction of the
standard surface tension model (the CSF modeiated the next step that was aimed at how
normals, curvatures, and the entire CSF modelmapdeimented into Fluent code. Before this
was done, several simulations were performed witlgoavity in order to objectively study
parasitic currents in terms of maximal and meanaigt values. Only the 2.0 mm droplet was
considered and as expected, errors in velocities gip with the mesh refinement. Maximal
values of parasitic currents for the finest mes®ZB mm) were around 0.25 m/s, whereas
mean values were around 0.036 m/s for the same lgstiould be noted that the convective
stability condition (CFL) was always considerabgsd than 2 that is the restriction for
convective flows. Here, however, even more restactconditions were used in VOF
calculations. The first capillary stability conditi previously proposed by Brackbill is a
function of fluid density and surface tension. ®Hazond one was derived for low Re flows,
ignores fluid density, but takes into account visgo The second condition is also generally
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more restrictive. No matter which stability conditiwas used, results from simulations were
always nearly the same.

As mentioned in upper lines, there was an authoténtion to have a closer look at how
normals, curvatures are calculated within Fluentlecand whether any more accurate
procedures could be implemented instead. The 2fledidiameter of 2 mm filled with water)
patched in rectangle (4x4 mm filled with air) wased as the topology for testing of different
procedures of normal and curvature calculationeNbat exact normals were known a priori
and thus, might be compared with those obtainedenigally. As most of commercial CFD
packages also Fluent calculates normal from gradifwolume fraction, which is the easiest
way, but not as accurate as will be shown latestfFnormals were calculated using standard
macros available in Fluent namely C_VOF_G(c,t) &hd/OF RG(c,t). Since the surface
tension model comes from work by Brackbill, alse tiriginal procedure based on ALE-like
scheme was implemented via UDFs and used for eaionl of normals. The worst results
were obtained with the gradient macro C_VOF_G(dte reconstructed macro and the
procedure based on ALE-like scheme gave quanstgtivery similar results. The mean
deviation from the actual normal was about 0.95d0 ahe maximum deviation was
approximately 2.5°. Contrary to these, say, stahg@ocedures, the Height Functions were
employed through UDFs and the maximum deviationpdeal by 300% and the mean
deviation dropped even by 400%. Unlike the foreggnocedures, the Height Functions can
only be used for mapped meshes since it requimstruction of 7x3 (or 7x3) stencil in 2
dimensions around each cell containing a two pinaseface. Further, based on calculated
normals curvatures were determined for each irgerfeell. The ALE-like scheme gave
evenly distributed errors no matter the orientabbnormal. In some cells the error was even
more than 100%. On the contrary Height Functionbibeted far more precise results
especially when the most normal direction was deevertically or horizontally (5% error).
However, when the normal direction was rather trarse to the grid orientation, then errors
were unexpectedly even 40%. For this reason, thle method was proposed that is in
principle based on construction of circles fromethpoints. These points are the end points of
linear segments that introduce the interface. Ttoequlure calculates curvature from the
distance between the circle center and the ap@tepgposition of the linear segment. Besides
normals and curvatures, also a new volume souroe fta surface tension was proposed. It
takes into account the length of interface wittma tell and should be applied not in interface
cells but rather in cells within equidistant distarof dx (size of cell) from the interface inside
the denser phase. Note that neither the new metihrodurvature calculation nor the new
volume source term for surface tension were tegtadtically; however, it is expected to be
more accurate than the standard methods and canwatty mesh refinement.

To sum up, the original objective of calculation ¥TC distribution within the spreading
droplet was abandoned because serious problemswitace tension model appeared. This
surface tension issue was studied instead and hethmethods and results from simulations,
hopefully brings an important insight into the reatt

So far only the part denoted as the micro-scaleeinbds been discussed; however, not a
single word was said about the macro scale modglstiould shed light on possible ways of
simulating an entire water jet as a complicatedoltostructure coupled with heat transfer.
Considering a water jet impinging onto a hot swefaeveral heat transfer mechanisms can be
distinguished. When the liquid temperature is betb&temperature of the boiling point, then
only convective-conductive heat transfer can taleeg When the liquid temperature is
however enhanced above the boiling point, thenrtaioeportion of water mostly adjacent to
hot surface can be evaporated and consequentlgfaramed into either separate vapor
bubbles or continuous vapor layer depending maamythe temperature of the hot surface.
Note that the word 'jet' in general does not saghang about the flow pattern. It even does
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not say whether the continuous flow emanating flamozzle exit breaks into droplets or
rather stays continuous. The thesis concerns wvath types of jets. The first type of jet is
produced by a solid jet nozzle, which can be singpty just a pipe with a sharp edged exit.
The second type is a flat-fan nozzle that prodaceisisel-like flow pattern.

Simulations of the two phase flow outside of nogztgenerally require complex inlet
boundary conditions that must be either obtaingueamentally or with the help of CFD.
Inlet boundary conditions can be quite easily atgdifrom single phase simulations. Author
affords to supplement the thesis with some resuitshe flow modeling inside the full-cone
nozzle (Lechler 460.844) that were formerly citachis master thesis. Next, the flow inside
the flat-fan nozzle Lechler (600.429.16.33) wasudated. Results such as velocities, volume
fractions, and turbulent properties were later isgzbin simulations of the entire jet as the
inlet boundary conditions. Concerning the modelifia solid jet, no separate single phase
calculations of internal nozzle flow were performeztause it was done simply together with
the jet calculation within one single model. Theimaason that it could be done this way is
that the model was small enough in terms of nurobénite volumes.

In the rest of oncoming lines the following topwsl be discussed. Firstly, it will be the solid
water jet impinging onto hot surface simulated ggime VOF model. Secondly, it will be the
single flat-fan nozzle as a representative of thelesnozzle array in the real continuous slab
caster, more specifically above the first row aftfoolls, right underneath the mold bottom.
Numerical study of heat transfer between the getidind the hot surface required additional
simulations that were used to tune up constants-egdsilon turbulence model, namely the
turbulent Prandtl number. Since the water jet gtirgpon surface is seemingly similar to the
flow around the flat plate and reliable correlaidor HTC exists for such a flow around a
horizontally placed plate, simple 2D model was tbug and suitable value of the turbulent
Prandtl number was identified (1.3). It should lo¢eal that the 2D model had to account for
the transition from laminar to turbulent regime.eTosition of transition was however not
calculated by the model, but it was rather defingdhe correlation beforehand. Further, note
that the value of 1.3 was optimal for the velocapnge from 6 to 24 m/s that corresponded to
radial velocities of the spreading jet. For smalletocities the turbulent Prandtl number
would be smaller and vice versa. First, a lowerstam heat flux (398 kW/fh from heated
surface was chosen in order to prevent the boilegime. The nozzle of 2 mm diameter
supplied the water flow rate of 1.2 I/min. The HTGtribution was studied up to radial
distance of 30 mm. Two models were tested. The ding did not account for the transition
from laminar to turbulent regime, whereas the sdawme did so. Results were compared with
experimental data and were in the good agreemaenthd case of the first model, the
maximum relative error was 45%. In the second caseas only 20%. Note that this model
was capable of simulating convective heat tranbfdr not evaporation. The evaporation,
actually the film boiling, was taken into accoumtle next step.

Two different models for film boiling were put tager with the help of UDFs. The first
model considered that the first portion of watell ewvaporate within the cell of temperature
higher than 150°C. The most important assumptiah@imodel was a steady behavior of the
vapor layer, because it was designed for the stesate solver. Not many jobs were
calculated, but all of them ran very fast. Howeveg flow was unfortunately unsteady in
terms of fluctuating vapor layer. Hence, for thastcular geometry and flow settings it could
not be used with success. For different flow cdodd it is likely to work and due to its
robustness and fast computations, it could be useful in some applications.

Unlike the first rather unphysical and non-constveamodel, the second model had a
physical background. The evaporation was providedugh mass and momentum source
terms based on heat fluxes going always throughparntgcular cell containing interface. The
evaporation could also start from the hot wall véheo vapor cells were adjacent to this wall.
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According to the direction of heat flux in each gmardar cell either the evaporation or the
condensation could be present. This model camdront paper work of other researchers
(Welch, Yuan). Results showed quite realistic berave. when the boiling was initiated, the
jump in HTC and transition from continuous to dstihg profile was observed. However,
the model was not compared with experiments andtmgquire some minor modifications
to be successfully used in any possible application

In the thesis there is also a chapter that handllesporoblem of impinging solid jet in a
completely different way. Instead of using the V@edel, the Discrete Phase Model was
tested. The main idea consisted in significantlygiteer boundary layer mesh and much lower
computational costs consequently. It should becdthtat using of finer mesh would not be
anyhow beneficial anyway, since the rule for maximwlume fraction of dispersed phase
was violated. Firstly only the cold flow namely eeity and pressure field were studied.
Unlike the previous model, this model gave veryfammn nearly rectangular profiles of axial
velocities for the different distances from the zlezexit. Moreover, although the interaction
with surrounding air was considered, the momentuoh&ange was much lower than in the
previous model. Nevertheless, core jet velocitiesenn a good agreement. On the contrary,
it was not the case of radial velocities that wdneuch from those obtained in the previous
model. Radial velocities in this model were desaspdnuch faster with increasing radial
distance. As regards the pressure distributioniwithe nozzle footprint, the DPM model
gave again almost rectangular distribution, while previous VOF model gave more realistic
Gauss-like distribution. Finally, several heat sfen calculations were performed. Firstly,
only the convective heat transfer using the stahdaert heating law was solved. The
character of HTC distribution was relatively fineyt absolute values were far from to be
desired (one order lower). This vast difference atismpted to be resolved by user defined
inert heating law, which considered much higher HIrCthe droplet surface. This approach
however raised HTC only slightly and rather in lghadial distances than in jet axis.
Employing vaporization and boiling laws gave simitasults to those using only the inert
heating law. This was accredited to very poor cogeece especially for continuity equation
that was caused by partial violation of the ruleviolume fraction of droplets. At the time of
being this model is not useful for simulationsmpinging solid jets.

Besides the solid jet, the jet emanating from tetiqular flat-fan nozzle (600.429.16.33) was
investigated. Unlike the nozzle producing solid fbts particular flat fan nozzle was chosen,
since it is mounted within the real continuous stabter and stands for the basic unit in the
secondary cooling system comprising hundreds ofetheozzles, manifolds and high-
performance pumps. To be more specific, in thi® dkd fan nozzle is mounted in the first
row of nozzle just above the first row of foot solinderneath the mold bottom. In foregoing
paragraphs several words were mentioned on thelmgd# internal flow. Here, the results
namely profiles of several variables were usecthbst boundary conditions. It is appropriate
to give notice on the complexity of the computatibdomain. In vertical direction the fluid
region is very narrow e.g. the flat jet passes fin@ roll only in distance of several
millimeters. Further, the flat jet hits the veryttsdab surface (>1000°C), its flow veers left,
right, down, and up rapidly to be veered soon aggisymmetry conditions, mold at the top,
and the foot roll in the bottom. Moreover, the a&gf zero can be found between the slab and
the foot roll. This closely tighten up space mustirdtely cause tremendously unstable and
turbulent flow that makes calculations more difficu

It was decided to solve this using the Euler-Eumterdel. Since this model is not capable of
predicting the secondary breakup, the breakup moaetd on WAVE model was developed
and employed using UDFs. It was tested on 2D jéthotigh it successfully predicted the
evolution of parent droplet diameters, it did not@unt for diameters of child droplets. This

101



PhD thesis Ing. Jan Bodek

could be overcome using some averaging method laungl dbtain a mean diameter within
each cell that would represent both, parent and dmmeters. This was however considered
only theoretically; therefore, only the constanbplet diameter was considered within the
Euler-Euler model. Later on, using of the Eulerdfuhodel was not anyhow advantageous
because it required very small time steps (5e-06T8) make matters worse, the model
suffered from the lack of water along the centee Iof flat jet which was pretty weird on the
one hand but on the other hand it was confirmettdénature (St-Georges and Buchlin).
Because of these bottlenecks, the Discrete Phas#elMeas used instead. Inlet boundary
conditions were determined from internal flow siatidns. The primary breakup was
simulated using the flat fan atomization model.rAgards the secondary breakup, both, the
Taylor Analogy (TAB) and the Blob jet breakup majelvere tested. Experimental data
(velocity and droplet distributions) were usedunég up the model constants. The TAB model
gave markedly more accurate results than the Blblmpdel. For the number of parcels of
2000 and streams count of 10 results agreed vetlywitd experimental data. Since the
discrete phase cannot be formed into a continubug fegion and this is actually what
seemingly happens in the gap between the slab landobt roll, the model for coupling
between the discrete phase and the continuous plteseleveloped and tuned in terms of
mass conservation. To make a picture completa]ifoeete phase was simulated by the DPM
model, whereas the continuous phase was simulgtéloebvVOF model. Because of a certain
smearing of free interface the drag force actinggach droplet had to be modified i.e. up to a
specific water volume fraction limit the droplethased like it was passing only through a
cell containing 100% of air. Similar but much ma@mplicated changes would have to be
done to secondary breakup model, but in this cases¢condary breakup was simply rather
not taken into account. The model for coupling watge robust, but most importantly, results
were likely to be realistic.

In next step, the heat transfer was included beittémperature of mold was lowered from
more than 1000°C to 200°C to avoid large sourcmsefor these ‘kick-off’ simulations the
model for coupling was not considered. Several rhed#iings were tested and especially
strong dependence on boundary layer was identified. thinner the first cell layer was, the
worse convergence behavior was detected. Of cotlmseyas caused by violating the rule for
the maximum allowed volume fraction of dispersedgehwithin each particular cell. On the
other hand, the thinner the layer was, the morerrate results were gained. Results were
ranging from 10kW/m2 for rough mesh to 100kW/mz2 fioe mesh. The reality can be still
even one order higher. This incapability of thespré model can be explained simply
explained by the very low heat transfer between hibe slab and the droplet. The first
responsible originator could be the missing radratexchange between the slab and the
semitransparent droplet. The second originatorndely is the low temperature in cell
adjacent to hot slab that is consequently useddtmulation for the calculation of evaporative
heat transfer. It might be useful to hold tempe&if near slab cells at temperature of the
slab and perhaps it might be also useful and meakstic to keep the vapor fraction equal to
unity. These proposals were however not put intp@c

To summarize the thesis it is convenient to defimee different 'folders' in which each
particular piece of this thesis can be filed sefgdyalet's start with the folder that does not
sound just good. In here, we could leave numenwadels that led into blind passage such as
the simulation of 0.2 mm droplet free-falling andafly impinging on hot surface using the
standard surface tension model or the Euler-Eugdahin modeling of flat jet as a basic unit
in continuous slab caster etc. The second foldend® somewhat better, because in there we
can place models and ideas that were partially @bkolve the problem, but would require
other subroutines or modifications that would Iéadlesired results. Frankly, it could not be
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brought to an end, since it would be too much esttenwork that would definitely ask for
more time to spend on it. In this second folderceald put e.g. the secondary breakup model
for the Euler-Euler model or the new approach fiqplementation of Capillary forces. At last,
the third folder can be filled in with models, silations that worked reliably e.g. subroutines
for calculation of interface normals and curvatusdthin the VOF model, numerical study of
HTC distribution for solid jet spreading on hotfsige with the temperature below the boiling
point, simulation of flat jet using the DPM mod#ie model for coupling between the DPM
and the VOF model.

The author is pretty sure that there might be sonmigtyped characters, discrepancies,
imperfections, but in the same measure he is coadithat the thesis can yield notable profit
to other researches.
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NOMENCLATURE
symbol unit description
A [m/s2] acceleration
A [Pa] pressure jump across interface
A [-] exponent for calculation of weighted function
a [M3/s] aggregation kernel
a [m] diameter of parent droplet
Ap [m2] surface area of droplet
B [-] scalar parameter (0.01)
b [kg/s] damping coefficient
Bo [-] breakup model constant
B1 [-] breakup model constant
C [m/s] velocity magnitude
Ce [kgmol/m3] vapor concentration in bulk gas
C [m] position of circle center
C [-] constant for coupling between VOF and DPM
C1 [-] constant for Brackbill's time step
C [-] constant for capillary time step
Ca [kgmol/m3] vapor concentration at droplet surface
Co [-] drag coefficient
C [-] lift coefficient
constant that depends on quality of surface tension
Co [-] model
Co [J/kg-K] heat capacity
D [m] characteristic length (droplet diameter)
D [m] distance function
d [m] droplet diameter
d [m] jet diameter
E [-] impact energy
F [-] fractional volume of liquid
F [N/m3] body force
Fo [N] buoyancy force
Fo [s-1] drag force
Fij [-] smoothed volume fraction F
Fiitt [N/m3] lift force
Fet [N/m3] force resulting from surface tension
Fom [N/m3] virtual mass force
g [m/s2] gravity acceleration
Gy [m3/s] grow rate of droplet
H [-] smoothed Heaviside function
h [J/kg] enthalpy
h [W/m2-K] heat transfer coefficient
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ho [m] height of film layer
hg [J/kg] latent heat of vaporization
hi; [m] height function in cell containing interface
K [-] kernel for smoothing of vole fraction
k [J/K] Boltzmann constant
K [kg/m3-s2] interface momentum exchange coeffitien
k [m/s] mass transfer coefficient
k [W/m-K] thermal conductivity of bulk gas
k [-] slope of line
k [N/m] spring constant
ki [W/m-K] turbulent thermal conductivity
Kw [s-1] guasi-equilibrium rate constant
L [m] capillary length
I [m] length of linear segment representing inteefa
L [J/kg] latent heat of vaporization
Ly [m/s] mass-weighted velocity of spurious currents
L [m/s] maximal velocity of spurious currents
Ls [m] slip length
m [kqg] mass of droplet
1y [kg/m3-s] mass transfer from secondary phaseitogoy phase
1hyg [kg/m3-s] mass transfer from primary phase to sdaoy phase
n [droplets/m3] number density function
n; [m] unit normal to interface
[kgmol/m2-
N; s] molar flux of vapor
p [Pa] static pressure
Q [m2.K/s2] heat exchange between phases
Q [I/min] flow rate
Q [W/m2] heat flux through interface
Q [kg/s] mass flow rate of liquid (water)
r [m] cell-to-interface distance
R [N/m3] interaction force between phases
S [kg/m2-s] vapor generation rate
SD [-] sign of distance function
Se [kg/m3-s] mass source
S [droplets/s]  strength of droplet stream in DPM
t [s] time
T K] absolute temperature
t [s] suitable time period
Tw K] free stream temperature
Ts K] film temperature
T K] surface temperature
U [m/s] free-stream velocity
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U [m/s] velocity of three phase moving contact line

u [m/s] absolute velocity

Uqg [m/s] local droplet velocity

Ui [m/s] vector of velocity

U [m/s] terminal velocity

v [m/s] constant translation velocity of droplet

Vv [m3] volume of droplet

\A [m3/s] droplet volume breaking per unit time

Vel [m3] volume of computational cell

Vs [m3] volume of secondary phase within computatiaed
W [-] weighted function

Xi [m] position vector

Ap [Pa] pressure jump across interface

At [s] time step

AX [m] size of particular cell in specified direatio

Ay [m] size of particular cell in specified direatio

Greek symbols
symbol unit

description

o [-]

Y [m]

4 [-]

] [m]

Apg [kg/m3]
[m]
[-]
[°]

[kg/m3]
[N/m]
[-]

[s]
[N/m2]

[s]

[

[-]
[m]
[1/s]

A9 QD <E S>>PA DN O
x~
=

K

OSSN R

fractional volume
smoothing length

blending factor
boundary layer thickness

difference between density of gas anditiqu
small number corresponding to size of inteefaell

Levi-Civita symbol

contact angle

interface curvature

distance between adsorption sites
the most probable wavelength
dynamic viscosity

kinematic viscosity

fluid density

surface tension
dimensionless time

breakup time

stress tensor

particle relaxation time

arbitrary variable

normalized variable

level set function (signed distance to inteefp
the maximum grow rate
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Indices

index  description

o0 free stream

A value in acceptor cell

A droplet surface

cell particular cell

d dynamic

f face value

g gas phase

i i th cell

i+1 i+1 th cell

I liquid phase

Ig liquid-gas

p primary phase

p particle, droplet

o} secondary phase

S static

sg solid-gas

sl solid-liquid

sp secondary phase

sp refers to spurious current
U value in upwind cell

n viscosity taken into account
p according to Brackbill

o combination of density and viscosity stability daions

Dimensionless numbers
symbol description

Re Reynolds number
We Weber number

T Taylor number

Nu Nusselt number
Ca Capillary number
Pr Prandtl number

Z Ohnesorge number
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LIST OF ABBREVIATIONS

1D one dimensional

2D two dimensional

3D three dimensional

ALE arbitrary Lagrangian-Eulerian computing method
BC boundary condition

CAD computer-aided design

CBC convective boundedness criterion
CFD computational fluid dynamics

CFL Courant-Fridrichs-Lewy condition
CICSAM compressive interface capturing scheme for arlyitna@shes
CSF continuum surface force

CVv convolution of volume fraction

DAC direction averaged curvature

DAN direction averaged normal

DDS donor differencing scheme

DPM discrete phase model

FT front tracking method

FVM finite volume method

GFM ghost fluid method

HF height function

HRIC high resolution interface capturing scheme
HTC heat transfer coefficient

LBM lattice Boltzmann method

LES large eddy simulation

LINC Lagrange-incompressible code

LSM level set method

MAC marker and cell method

NVD normalized variable diagram

PBM population balance model

PET polyethylene

PLIC piecewise linear interface construction
RDF reconstructing distance function

RSM Reynolds stress model

SPH smoothed particle hydrodynamics
SSF sharp surface force

TAB Taylor analogy breakup

tke turbulent kinetic energy

UDF user defined function

uUDS user defined scalar

VOF volume of fluid model
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APPENDICES

APPENDIX |

Free-falling droplet — Runge—Kutta method, variabledrag coefficient
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Newton’s law was solved in Matlab considering valgadrag coefficient. The complete M-

file script is presented below with comments. HBrstonstants and variables are defined.
Secondly, Runge-Kutta method is employed taking mtcount the new drag law. Finally,

the post-processing is carried out.

% numerical solution of Newton’s law considering
% drag coefficient is considered to be velocityetegent
% Runge-Kutta method
clc; clearall; close;
v0 = 0;% initial velocity
mu = 0.001% dynamic viscosity of water
mu_air = 0.000018% dynamic viscosity of air
ro = 1000;% density of water
ro_air = 1.25;
g = 9.81;% acceleration of gravity
D =0.002;% droplet diameter
A = pi*D"2/4; % front surface driving drag force
V = pi*D"3/6; % droplet volume
m = ro*V; % droplet weight
dt = 0.00120 time step
sterm = 30% terminating trajectory, droplet touches the stefa
s = 0;% initialization of trajectory
t = 0; % initialization of time
k1 = 0; k2 = 0% coefficients following from midpoint method,; ii@tization
fid = fopen(data_2.0mm.txt'wt’);
p = load(coefficients.tx};
tterm = 0.1;
while (s <= sterm)
Re =ro_air*vO*D/mu_air;
if (Re < 0.05875% smallest Reynolds number determined from exp
Cd =492;
else
Cd = Re™p(1,2)*exp(p(1,1)*log(Re)*2+p(1,3)) new drag law
end
k1 = (dt/m)*(-(1/2)*ro_air*Cd*A*(v0)"2 + m*q);
k2 = (dt/m)*(-(1/2)*ro_air*Cd*A*(v0+k1/2)"2 + m*q);
k3 = (dt/m)*(-(1/2)*ro_air*Cd*A*(v0+k2/2)"2 + m*q);
k4 = (dt/m)*(-(1/2)*ro_air*Cd*A*(v0+k3)*2 + m*q);
v = V0 + k1/6+k2/3+k3/3+k4/6;
S = s + (VO+v)*dt/2;
VO =v;
t = t+dt;
fprintf(fid, '%2.8f %2.8f %2.8f %4.8\n t, v, s, Cd)% print elapsed time, velocity, trajectory, dragfticient
to file
end
%%
% plot both, velocity and drag coefficient
fclose(fid);
data = load(lata_2.0mm.txy;
[haxes,hlinel,hline2] = plotyy(data(:,1),data(d2}a(:,1),data(:,4)pglog);
xlabel(Time elapsed [se}]'
set(haxes(1)YTick',[0 0.1 0.20.40.8 1.2 2 4 6.37]);
grid on;
set(haxes(2)YTick',[0.51 1 10 100 500]);
grid on;
set(haxes(1)XTick',[0.001 0.01 0.1 1 2]);
set(haxes(2)XTick',[]);
axes(haxes(1));
ylabel(Velocity [m/s]);
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ylim([0 10]);
axes(haxes(2));

ylabel(Drag coefficient [-];

ylim([0 500]);
set(hlinellineWidth'2);
set(hline2].ineWidth'2);
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APPENDIX Il

UDF and script file for setting variable velocity nlet in model for
determining terminal velocity of free-falling droplet
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The below mentioned script file is written in SCHENd)rogramming language. The principal
purpose is to execute the UDF function and prdsztelocity inlet BC to a new calculated
velocity, consequently.

The UDF calculates the droplet velocity using thkofving formula:

2. mu Eq.121

where n corresponds to the cells that contain the volumsetibn F>0.9. Further, the
difference between the velocity droplet BC and theplet velocity is either added or
subtracted from the velocity inlet BC.

script file:

(define (first_step)
(ti-menu-load-string "solve set time-step 3.3e-07 ") ;; define time step
(rp-var-define ‘vel 0.0 'real #f) ;; assign the value of 0 to vel variable of real
type
)
(define (set_velocity)
(let

(
(break #f)
)

(do ((i0(+i1)) ((or(>i5000000)break ))
(set! break (not (and
(and
(ti-menu-load-string "solve dual-time-iterate 1 15 ") ;; number of iteration per time step
(ti-menu-load-string "define/user-defined/execute-on-demand \"calc_vel::libudf_vel2\" ")
;;execute the UDF
(ti-menu-load-string "define/b-c/velocity-inlet air_inlet mixture no no yes yes no (rpgetvar 'vel)
") ;; adjust the velocity inlet BC

)
)

(if break (begin (newline)(newline)(display "job interrupted!")(newline)))

)
)

UDF:

/ * * * * *

UDF that calculates droplet velocity

* * * * * * * *

#define USE_FLUENT IO _APIO
#include "udf.h"

DEFINE_ON_DEMAND(calc_vel)

{
real vel = 0.0, mom = 0.0, vol = 0.0, dr_vel = 0. 0;
cell_tc;
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int zone_ ID = 2;
Thread *water_thread,;
Domain *water_domain;
water_domain = Get_Domain(3);
water_thread = Lookup_Thread(water_domain,zone_ID
vel = RP_Get_Real( "vel" );

begin_c_loop(c, water_thread)

if (C_VOF(c,water_thread) > 0.95)
{
mom +=
C_VOF(c,water_thread)*C_VOLUME(c,water_thread)*C_U(
vol += C_VOF(c,water_thread)*C_VOLUME(c,water_
}
}
end_c_loop(c, water_thread)
vel += mom/vol;
dr_vel = mom/vol;

Message( "droplet momentum is %f \n" , mom);
Message( "droplet volume is %f \n" , vol);
Message( “"droplet velocity is %f \n" , dr_vel);
RP_Set Real( "vel" ,vel);

Message( ‘“inlet air velocity is %f \n" , vel);

c,water_thread);
thread);
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APPENDIX 1

Model settings for model calculating terminal velotty of free-falling droplet
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Material properties, solver settings, boundary @k are presented here.

FLUENT
Version: axi, dp, pbns, vof, lam, unsteady (axilile precision, pressure-based, VOF, laminar, adg)e
Models
Model Settings
Space Axisymmetric
Time Unsteady, 1st-Orbheplicit
Viscous Laminar
Boundary Conditions
Zones
name id type
mixture 2 fluid
air_outlet 4 pressure-outlet
surrounding_wall 10 wall
air_inlet 5 velocity-inlet
axis 3 axis

default-interior 7 interior

Boundary Conditions

air_outlet
Condition Value
Gauge Pressure (pascal) 0

surrounding_wall

Condition Value

X-component of shear stress (pascal) 0

Y-component of shear stress (pascal) 0
air_inlet

Condition Valu

Velocity Specification Method 2
Reference Frame 0
Velocity Magnitude (m/s) deténed by UDF

Solver Controls

Equations
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Equation Solved

Flow yes
Volume Fraction yes

Numerics

Numeric Enabled

Absolute Velocity Formulation yes

Relaxation

Variable Relaxation Factor

Pressure 1
Density 1
Body Forces 1
Momentum 1

Linear Solver

Solver Termination ResidRaduction
Variable Type Criterion  Tolecan

Pressure V-Cycle 0.1

X-Momentum Flexible 0.1 0.7
Y-Momentum Flexible 0.1 0.7

Pressure-Velocity Coupling

Parameter Value

Type PISO
Skewness-Neighbour Coupling yes
Skewness Correction 1
Neighbour Correction 1

Discretization Scheme

Variable Scheme
Pressure PRESTO!
Momentum Second Order Upwind

Volume Fraction CICSAM
Solution Limits

Quantity Limit

Minimum Absolute Pressure 1
Maximum Absolute Pressure 5e+10
Minimum Temperature 1
Maximum Temperature 5000

Material Properties
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Material: water (fluid)

Property Units thled Value(s)
Density kg/m3 netant 998.2
Viscosity kg/m-s nstant 0.001003
Material: air (fluid)

Property Units thled Value(s)
Density kg/m3 netant 1.225
Viscosity kg/m-s natant 1.7894e-05
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APPENDIX IV

UDF for momentum exchange between water and ambieatir
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The simple procedure was employed to exchange tmeemtum between the two phases, the
water and the air. In the air zone in defined ndrdistance from the interface, the velocity

field is copied and transferred to the dropletriiatee/wall belonging to the water region. It is

rather an artificial approach; however, it can ppaaently tuned to get the very similar results
to those obtained in section 3.5.1.

[* * *% * * *% * *% *% *%

UDF that provides exchange of momentum through wat er-air interphase

*% *% * *% *% *% /

#define USE_FLUENT IO _APIO
#include "udf.h"

DEFINE_ADJUST(set_vel,d)

{

int water_ID =7, /* put the
ID of water-air interphase belonging to water */

int air_ID =3; /* put the

ID of air */

real distance = 0.000006, radius = 0.0001, dev ; [* distance
is distance from interface to point, where velocity vector is copied from
*/

real x[2], xc[2], vel_axial, vel_radial, X_pos [2]; /* radius
of droplet, xc position of droplet */

cell tc;

face tf;

Thread *water_th;
Thread *air_th;

water_th = Lookup_Thread(d,water_ID);
air_th = Lookup_Thread(d,air_ID);

begin_f_loop(f,water_th) /* loops
over faces in a intphs_air_th thread */

F_CENTROID(x,f,water_th);

X_pos[0] = 0.011 + (radius + distance)*(x[0] - O .011)/radius;
X_pos[1] = (radius + distance)*x[1]/radius;

dev = 0.00001;

vel_axial =0.0;

vel_radial = 0.0;

begin_c_loop(c, air_th) /* loops
over cells in a air cell thread */

C_CENTROID(xc,c,air_th);
if  ((pow((pow(xc[0]-X_pos[0],2)+pow(xc[1]-X_pos[1],2) ),0.5)) < dev)

{
dev = (pow((pow(xc[0]-X_pos[0],2)+pow(xc[1]-X _pos[1],2)),0.5));
vel_axial = C_U(c,air_th);
vel_radial = C_V(c,air_th);

}

end_c_loop(c, air_th)

F_U(f,water_th) = vel_axial,
F_V(f,water_th) = vel_radial;

end_f_loop(f,water_th)

}
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APPENDIX V

UDF and script for auto grid adaption
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Both, the script file named auto_adaption and thgFlhamed mark_for_refinement, are
coupled together. The purpose of the script fildoisstart iterating, to redefine text user
interface (TUI) variables described in Tab. 19, execute the UDF, to perform a grid
refinement and a coarsening within each refineneaml, respectively. All those commands
are performed within a loop that is interrupted wheprescribed time is exceeded.

The UDF accesses aforementioned variables defmehlei TUI. For each refinement level,
the single set of those variables exists. The UBteds the droplet interface or rather the
cells containing the interface (0.1<F<0.9). Thapstf circles of radius ofad_lim is then
constructed along the interface. In other words, ititerface cells represent the centers of
those circles. The user defined memory (UDM) iscated. If the grid cell is situated in the
strip of circles, it marked for refinement. Elsesiteither marked for coarsening or refinement
depending on whether the cell is an air cell oraew cell and whether the value of the
drop_refis 1 or O.

The combination of the script file and the UDF prdwvto be very flexible and suitable in
cases, where automatic dynamic adaption fails.

Tab. 19 description of text user interface variables used

TUI variable | description

rad_lim radius of the circle different for eachdéwf refinement; the grid is refined
within this circle

vol_lim limit of cell volume stands for a threshadsisting by the decision if the grid
should be coarsened or not

drop_ref Integer number (0 or 1); if 1 the gridMaé refined inside the droplet interigr,
if 0 the grid will be preserved.

script file:
(define (auto_adaption)
(let
(
(break #f)
)
(do ((i0(+i1) ((or(>i1000)break))

(set! break (not (and
(and

(ti-menu-load-string "solve set time-s
(rp-var-define 'rad_lim 0.001 ‘real #f
(rp-var-define 'vol_lim 1e-07 'real #f
(rp-var-define 'drop_ref 1 ‘integer #f
(ti-menu-load-string "solve dual-time-

(ti-menu-load-string "adapt free-regis

(ti-menu-load-string "adapt set init-n

(ti-menu-load-string "adapt set min-ce

(ti-menu-load-string "define/user-defi
\"mark_for_refinement::libudf\" ")

(ti-menu-load-string "adapt mark-inout
udm-00.51")

(ti-menu-load-string "adapt adapt-to-

(ti-menu-load-string "adapt mark-inout
udm-01.52")

(ti-menu-load-string "adapt exchange-m

(ti-menu-load-string "adapt adapt-to-r

tep 4e-06 ")

)

)

iterate 20 20 ")

tersyes ")

ode-flags ")

[l-volume 1e-7 ")
ned/execute-on-demand

-iso-range yes mixture

register 00 0 yes ")
-iso-range yes mixture

arks 0 ")
egister 00 0yes ")
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(ti-menu-load-string "adapt free-regis

(ti-menu-load-string "adapt set init-n

(ti-menu-load-string "adapt set min-ce

(rpsetvar ‘rad_lim 0.0005)

(rpsetvar 'vol_lim 4e-8)

(rpsetvar ‘drop_ref 1)

(ti-menu-load-string "define/user-defi
\"mark_for_refinement::libudf\" ")

(ti-menu-load-string "adapt mark-inout
udm-00.51")

(ti-menu-load-string "adapt adapt-to-

(ti-menu-load-string "adapt mark-inout
udm-01.52")

(ti-menu-load-string "adapt exchange-

(ti-menu-load-string "adapt adapt-to-r

(ti-menu-load-string "adapt free-regis

(ti-menu-load-string "adapt set init-n

(ti-menu-load-string "adapt set min-ce

(rpsetvar ‘rad_lim 0.0003)

(rpsetvar 'vol_lim 1e-8)

(rpsetvar ‘drop_ref 1)

(ti-menu-load-string "define/user-defi
\"mark_for_refinement::libudf\" ")

(ti-menu-load-string "adapt mark-inout
udm-00.51")

(ti-menu-load-string "adapt adapt-to-

(ti-menu-load-string "adapt mark-inout
udm-01.52")

(ti-menu-load-string "adapt exchange-m

(ti-menu-load-string "adapt adapt-to-r

(ti-menu-load-string "adapt free-regis

(ti-menu-load-string "adapt set init-n

(ti-menu-load-string "adapt set min-ce

(rpsetvar ‘rad_lim 0.00015)

(rpsetvar 'vol_lim 2e-9)

(rpsetvar ‘drop_ref 0)

(ti-menu-load-string "define/user-defi
\"mark_for_refinement::libudf\" ")

(ti-menu-load-string "adapt mark-inout
udm-00.51")

(ti-menu-load-string "adapt adapt-to-

(ti-menu-load-string "adapt mark-inout
udm-01.52")

(ti-menu-load-string "adapt exchange-

(ti-menu-load-string "adapt adapt-to-r

(ti-menu-load-string "adapt free-regis

(ti-menu-load-string "adapt set init-n

(ti-menu-load-string "adapt set min-ce

(rpsetvar ‘rad_lim 0.0001)

(rpsetvar 'vol_lim 5e-10)

(rpsetvar ‘drop_ref 0)

(ti-menu-load-string "define/user-defi
\"mark_for_refinement::libudf\" ")

(ti-menu-load-string "adapt mark-inout
udm-00.51")

(ti-menu-load-string "adapt adapt-to-

(ti-menu-load-string "adapt mark-inout
udm-01.52")

tersyes ")
ode-flags ")
[l-volume 4e-8 ")

ned/execute-on-demand
-iso-range yes mixture

register 00 0 yes ")
-iso-range yes mixture

marks 0 ")
egister 00 0yes ")

tersyes ")

ode-flags ")
[l-volume 1e-8 ")

ned/execute-on-demand
-iso-range yes mixture

register 00 0 yes ")
-iso-range yes mixture

arks 0 ")
egister 00 0yes ")

tersyes ")

ode-flags ")
[l-volume 2e-9 ")

ned/execute-on-demand
-iso-range yes mixture

register 00 0 yes ")
-iso-range yes mixture

marks 0 ")
egister 00 0yes ")

tersyes ")

ode-flags ")
[l-volume 5e-10 ")

ned/execute-on-demand
-iso-range yes mixture

register 00 0 yes ")
-iso-range yes mixture
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(ti-menu-load-string "adapt exchange-
(ti-menu-load-string "adapt adapt-to-r

(ti-menu-load-string "adapt free-regis

(ti-menu-load-string "adapt set init-n

(ti-menu-load-string "adapt set min-ce

(rpsetvar ‘rad_lim 0.00005)

(rpsetvar 'vol_lim 1.5e-10)

(rpsetvar ‘drop_ref 0)

(ti-menu-load-string "define/user-defi
\"mark_for_refinement::libudf\" ")

(ti-menu-load-string "adapt mark-inout
udm-00.51")

(ti-menu-load-string "adapt adapt-to-

(ti-menu-load-string "adapt mark-inout
udm-01.52")

(ti-menu-load-string "adapt exchange-

marks 0 ")
egister 00 0yes ")

tersyes ")

ode-flags ")
[l-volume 1.5e-10 ")

ned/execute-on-demand
-iso-range yes mixture

register 00 0 yes ")
-iso-range yes mixture

marks 0 ")

(ti-menu-load-string "adapt adapt-to-r egister 00 0yes ")
)
)

(if break (begin (newline)(newline)(display "job
interrupted!")(newline)))

)

UDF:

/* marking cells for refinement or coarsening */
#define USE_FLUENT_IO_APIO
#include  "udf.h"

DEFINE_ON_DEMAND(mark_for_refinement)
{

real radius_limit,volume_limit,l;
and circle centre */
int drop_refin,zone_ID = 2;
cell_tc;
cell_tct;
Thread *water_thread,;
Domain *water_domain;

/* distance from actual cell centroid

/* put the zone_ID requested */

real xc[ND_ND]J; /* two different cell centroids
defined */

real Xx[ND_ND];

radius_limit = RP_Get_Real( "rad_lim" );

volume_limit = RP_Get_Real( "vol_lim" ); /* get the values from
TUI¥/

drop_refin = RP_Get_Integer( "drop_ref" ); /*if 1 then drop will

be refined, if 0 then drop mesh will be preserved*/
water_domain = Get_Domain(3);

water_thread = Lookup_Thread(water_domain,zone_ID );
Message( “radius_limit is %e\n" Jradius_limit);

Message( "volume_limit is %e\n" ,volume_limit);

Message( "drop_refinement is %d\n" ,drop_refin);

begin_c_loop(c, water_thread)



PhD thesis Ing. Jan Bodek

C_UDMI(c,water_thread,0) = 0;
end_c_loop(c, water_thread)
begin_c_loop(c, water_thread)

if ((C_VOF(c,water_thread) > 0.1) && (C_VOF(c,water_t hread) <
0.9))

C_CENTROID(xc,c,water_thread);
begin_c_loop(ct, water_thread)

C_CENTROID(x,ct,water_thread);
I = sqrt(pow((xc[0]-x[0]),2) + pow((xc[1]-x[1]),2));
if ((I <radius_limit) || ((C_VOF(ct,water_thread) >
0.5) && (drop_refin == 1)))
{

C_UDMI(ct,water_thread,0) = 1; /* will be
refined */
}
else if (((I >=radius_limit) &&
(C_VOLUME_2D(ct,water_thread) < volume_limit) && (C _VOF(ct,water_thread) <=
0.5) && (C_UDMI(ct,water_thread,0) != 1)) || ((I >= radius_limit) &&
(C_VOLUME_2D(ct,water_thread) < volume_limit) && (C _VOF(ct,water_thread) >
0.5) && (drop_refin == 0) && (C_UDMI(ct,water_threa d,0) I=1)))
{
C_UDMI(ct,water_thread,0) = 2; /* will be
coarsed */
}
end_c_loop(ct, water_thread)
}
}

end_c_loop(c, water_thread)
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APPENDIX VI

UDF that adjusts surface tension dependent on dropt velocity
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The UDF adjusts the surface tension. It is zerih@tbeginning of calculation. Then it begins
linearly rising up to the value of 0.072. The sueaension is linearly dependent on the
droplet velocity and is given by the following foula:

o =constU,

where const is the appropriate constant and Ueisltbplet velocity.
#include "udf.h"

DEFINE_EXECUTE_AT_END(calc_vel)

{
real vel, mom = 0.0, vol = 0.0, sigma;
cell_tc;
int zone_ID = 2;
Thread *water_thread,;
Domain *water_domain;
water_domain = Get_Domain(3);
water_thread = Lookup_Thread(water_domain,zone_ID );
sigma = RP_Get_Real("sigma");

begin_c_loop(c, water_thread)

if (C_VOF(c,water_thread) > 0.95)

{

mom +=
C_VOF(c,water_thread)*C_VOLUME(c,water_thread)*C_U( c,water_thread);

vol += C_VOF(c,water_thread)*C_VOLUME(c,water_ thread);

}

end_c_loop(c, water_thread)

vel = mom/vol;

RP_Set_Real("vel", vel); /* vel must be defin ed as variable in TUI */
Message("droplet velocity is %f \n", vel);
Message("current surface tension is is %f \n", si gma);

DEFINE_PROPERTY/(sur_ten,c,t)

{

real sigma, vel;
vel = RP_Get_Real("vel);

sigma = 0.001*vel;
RP_Set_Real("sigma”, sigma);

return sigma;

}



PhD thesis Ing. Jan Bodek

APPENDIX VII

Detail of both, mold bottom and foot roll gap
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Firstly, a brief description of the continuous easss given in here. Secondly, the crucial area
is depicted in figure. For the whole continuoustegshe secondary cooling configuration is
divided into separated loops. The flow rate pehdaop can vary. For the casting speed of
5m/min, the flow rate per foot roll loop should bqually distributed into 2 headers of the
same geometry, with the same number of nozzlesovde a uniform spraying for both sides
of a slab. However, the flow rate per nozzle is ombstant because of the non-symmetric
header geometry, different local pressure lossefficents per each nozzle and even nozzle
clogging and its wear. For all that, the flow rpr nozzle was considered to be constant.
The drawing of the side view of the zone of inteieshown below. There is the mold bottom
on the top, the flat jet with the certain angleseffon the left, the slab on the right and the foot
roll at the bottom. The front view is not presembwever, there is the horizontal row of the

flat jet nozzles with a uniform spacing.

Unfortunately, it must be noted that on a compamgguest, the dimensions could not be

disclosed.
L 1L
| S
| | mould
| - x1
| nozzle X2
X3
: —
— X4 —~_ slab
foot roll |\

x5
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APPENDIX VI

Geometry of flat jet
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The nozzle compounds of two parts, which are thi inady and the special insert pressed to
the main chamber of the nozzle body.

‘7 8 74 A
= 2/0
N B the special part pressed to the main
fea® \§ T | chamber of the nozzle body
o I ,,,M,,,:‘l i
bl |

| a |
L P37 ) - .
‘ = LECHLER 600.429.16.33
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APPENDIX IX

Blob jet model implemented via UDF into Euler-Eulermodel
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Two UDFs were employed to implement the Blob jetdelointo the homogeneous Euler-

Euler model. The first UDF calculated the sourceantattended in scalar equation that
propagates the droplet diameter. Firstly, relativelocity between both of phases,

dimensionless numbers, and flux were computed mviglaich cell. Then, the source term was
assigned with respect to the droplet diameter pmexious time step. As regards the second
UDF, the droplet diameter was updated consideriath,bthe smallest allowable droplet

diameter and the volume fraction, as a threshaid.li

/* source term for blob jet model, WAVE model */

#include "udf.h"

#define SIGMA 0.0723 [*surface tension */

#define VISCOSITY 0.000001002  /*kinematic visco sity of water*/
#define RO_AIR 1.225

#define RO_DROP 998.0

#define B1 0.1 [* for breakup ti me calculation, higher =
higher breakup time */

#define BO 0.01 [* for diameter calc ulation, higher = higher
diameter */

DEFINE_SOURCE( diameter_source, c, t, dS, eqn)
{
#if IRP_HOST

face tf;

Thread *tf;

real Q = 0.0;

Domain *water_domain;

Domain *air_domain;

real timestep,loss,U_drop[3],U_air[3],U_rel,a, Omeg a, Tau, Lambda, Z, T,
We 1, We_2, Re_1, vol, source;

int zone_id = 2;

water_domain = Get_Domain(3);

Thread *water_thread = Lookup_Thread(water_domain,z one_id);
air_domain = Get_Domain(2);

Thread *air_thread = Lookup_Thread(air_domain,zone__ id);

real Xx[ND_ND];

int n;

timestep = CURRENT_TIMESTEP;

C_CENTROID(x,c,1);

U_drop[0] = C_U(c,water_thread); [* compo nent of velocity of
droplet and air in each cell */

U_drop[1] = C_V(c,water_thread);

U_drop[2] = C_W(c,water_thread);

U_air[0] = C_U(c,air_thread);

U_air[1] = C_V(c,air_thread);

U_air[2] = C_W(c,air_thread);

/*if different velocities, calculates U rel, else h ardcode U rel to
0.000001 */

if (NV_MAG(U_drop) '= NV_MAG(U_air))
{
U_rel = NV_MAG(U_drop)-NV_MAG(U_air);
}

else

U_rel =.000001,;
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}

c_face_loop(c, t, n) /* loops over all faces of a cell

*/
{
f = C_FACE(c,t,n); /* identify gl obal face index */

tf = C_FACE_THREAD(c,t,n);
if (F_FLUX(f tf) < 0)

{
Q += F_FLUX(ftf);
}

}

a=C_UDSI_M1(c,t,0)/2;

Re_1 =fabs(U_rel)*a/VISCOSITY; /* Re_drop
We_2 = RO_AIR*pow(U_rel,2.)*a/SIGMA; /* We_air
We_1 = RO_DROP*pow(U_rel,2.)*a/SIGMA; /* We_drop

Z =pow(We_1,.5)/Re_1; /* Ohnesor
T = Z*pow(We_2,.5); /* T numbe

Lambda = a*9.02*(1.+.45*pow(Z,.5))*(1.+.4*pow(T,.7)
pow((1.+.87*pow(We_2,1.67)),.6); /* maximum
Omega = (.34+.38*pow(We_2,1.5))*pow((RO_DROP*pow(a,

(1.+1.4*pow(T,.6))); /* wavelen
Tau = 3.726*B1*a/(Omega*Lambda);

loss = 2.* timestep*(-(a-Lambda*a)/Tau);
vol = C_VOLUME(c,t);

if (loss < 0 && C_UDSI_M1(c,t,0) > 0.0002)

{
source = -Q*loss/vol;
dS[egn] = 0.0;
}
else if (C_UDSI_M1(c,t,0) < 0.0002)
{
source = 0.0;
dS[egn] = 0.0;
else
{
source = 0.0;
dS[egn] = 0.0;
C_UDMI(c,t,0) = source; /* save so
return source;
#endif
}

/* definition of droplet diameter based on previous

#include "udf.h"
DEFINE_PROPERTY (diameter,c,t)

{
#if IRP_HOST

real d,d_min,x[ND_ND],d_pot,vof;
intn=0;

real sum = 0.0;

d_pot = C_UDSI(c,t,0);

vof = C_VOF(c,t);

*/

*/

*/

ge number Z */

r*/

)

growrate Lambda */
3)/SIGMA),-.5)/((1.+2)*
gth Omega */

urce to UDM */

source term */
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begin_c_loop(c,t)

{
C_CENTROID(X,C,t);
if (x[0]<0.0147 && x[0]>0.0073 && X[1]>0.0024 && x

{
sum += C_UDSI(c,t,0);
n+=1,

}
end_c_loop(c,t)
d_min = sum/n;

if (d_pot >d_min && vof > 0.01)

{
d =d_pot;

}

else
{
d=d _min;
}

return d;
#endif

}

[1]<0.0035)
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APPENDIX X

Coupling between discrete phase model and volume fidiid model
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This UDF provides the coupling between discretesphmodel and the volume of fluid
model. Firstly, the gap between the foot roll aimel slab was filled with the water in order to
ensure good guess of initial conditions. In otherds, there was already the water level at
the beginning of simulation. DPM variables namdig flow rate, the velocity were stored in
user defined memory every time step and afterwaldf¥\V particles i.e. droplets were
converted into the volume fraction of water via ma®ource and source of momentum.
Finally, DPM particle trajectories were terminated.

#include "udf.h"

#include "dpm.h"

#include "surf.h"

#define mu_a 1.789e-05

#define mu_w 0.001003

#define ro_a 1.225

#define ro_w 998

#define jet_Q 0.000279  /* nozzle flow rate [m3/s] */

double inflow;
double vof _tot;
double time_sum;
double outflow;
double outflow_sum;

real drag_coeff(real Re)

{
real Cd;

Cd = pow(Re,-0.9116) * exp(0.04833 * log10(Re)*log10(Re) + 3.2983);
return Cd,;

}

/***************************************************************/

/* UDF that finds the first layer of cells on a impact wall */
/***************************************************************/

DEFINE_ON_DEMAND(impact_cells)

int cut_wall_ID,mould_wall_ID,symmetry_wall_ID , zone_ID,n;

cell tc;

Domain *d;

Thread *t, *tf;

cut_wall_ID=5; /*tiny wall creating by cutting edge between roll and slab */
mould_wall_ID = 3; /* bottom of mould */

symmetry_wall_ID = 6; /* side walls */

zone_ |ID = 2;

d = Get_Domain(1);

t = Lookup_Thread(d,zone_ID);

begin_c_loop(c, t)
c_face_loop(c, t, n)
{
tf = C_FACE_THREAD(c,t,n);
if (THREAD_ID(tf) == cut_wall_ID) || (THREAD_ID(tf) == mould_wall_ID) ||
(THREAD_ID(tf) == symmetry_wall_ID))

{
C_UDMI(c,t,0) = 1.;
}
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end_c_loop(c, t)

}

/ kkkkkkkkkkkkkkkkkkkkkkkkkkkkhkkkkkkkkkkkkkk /

/******** reset UDM memory *********/
/******************************************/

DEFINE_ON_DEMAND(reset_UDM)
{

Domain *d;

Thread *t;

cell_tc;

d = Get_Domain(1);

t = Lookup_Thread(d,2);

begin_c_loop(c, t)

{

C_UDMI(c,t,0) = 0,;
C_UDMI(c,t,1) = 0,;

C_UDMI(c,t,2) = 0,;

end_c_loop(c, t)

}

/ kkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkhkkkkkkkkkkhkkkkkkkkkkhkkkkkhkkkkkkkkkhkkkkkkkkkkkkkkhkkkkkkkkkkhkkkx /

/* UDF for computing drag coefficient considering volume fraction in computational cell */
/ kkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkhkkkkkkkkkkkkkhkkhkkkhkkkhkkkhkkkkkkhkkkkhkkhkkkhkhkkkhkkkkkkkkkkkkhkhkkhkhkkkk /

DEFINE_DPM_DRAG(droplet_drag_force,Re,p)
{

int zone_id;

real drag_force, Cd, mu_m, ro_m, Re_a;

cell_tc;

Thread *t;

Domain *water_domain;

Thread *water_thread,;

zone_id = 2;

water_domain = Get_Domain(3);

water_thread = Lookup_Thread(water_domain,zone_id);

¢ = P_CELL(p);

t=P_CELL_THREAD(p);

if ((C_VOF(c,water_thread) < 0.5) && (C_VOF(c,water_thread) > 0.0001)) /* lower limit 0.0001
calculated from m-file */
{
mu_m =mu_a * (1 - C_VOF(c,water_thread)) + mu_w * C_VOF(c,water_thread);
rom=ro_a*(1-C_VOF(c,water_thread)) + ro_w * C_VOF(c,water_thread);
Re_ a=Re*mu_m/rom*ro_a/ mu_a;
if (Re_a <= 1000)
{
Cd = drag_coeff(Re_a);
}

else

{
Cd = 0.424;

}
drag_force = (18./24.) * Cd * Re_a * mu_a/mu_m;
return (drag_force);
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}
else
{
if (Re <= 1000)
{
Cd = drag_coeff(Re);
}
else
{
Cd = 0.424;

}
drag_force = (18./24.) * Cd * Re;
return (drag_force);
}
}

/*******************************************/

/* DPM macro used to abort particles */
/*******************************************/

DEFINE_DPM_SOURCE( name, c, t, S, strength, p)

{
real x[ND_ND];
real Iftos = 0.0002; /* 11l set lifetime for sources [9], if particles residence time
exceeds
0.01 s, zero is assigned to particles mass */
/* this precaution is only for preventing particles from
clustering */
Domain *water_domain;
Thread *water_thread,;
int zone_id = 2;
water_domain = Get_Domain(3);
water_thread = Lookup_Thread(water_domain,zone_id);

if (FLUID_THREAD_P(t))

P_USER_REAL(p,0) += P_DT(p);
if ((C_VOF(c,water_thread) >=0.5) || (P_USER_REAL(p,0) > 0.01) || (C_UDMI(c,t,0) == 1.))
/* either VOF limit or lifitime limit fulfilled */

if (C_UDMI(c,t,2) == 0.0) && (C_UDMI(c,t,1) == 0.0) && (P_USER_REAL(p,1) ==0.0))
/* no source imposed so far */

{

C_UDMI(c,t,2) = P_FLOW_RATE(p)/ (strength * C_VOLUME(c,t) * Iftos);
C_UDMI(c t,1) = Iftos;

P_USER_REAL(p,1)=1.;

}

else if ((C_UDMI(c,t,2) > 0.0) && (C_UDMI(c,t,1) < Iftos) && (P_USER_REAL(p,1)
==0.0)) /* source already exists from previous DPM iteration */

{

C_UDMI(c,t,2) = C_UDMI(c,t,2) * C_UDMI(c,t,1)/Iftos;

C_UDMI(c,t,2) = C_UDMI(c,t,2) + (P_FLOW_RATE(p)/ (strength * C_VOLUME(c,t) *
Iftos));

C_UDMI(c,t,1) = Iftos;

P_USER_REAL(p,1)=1,;

}
else if ((C_UDMI(c,t,2) > 0.0) && (C_UDMI(c,t,1) == Iftos) && (P_USER_REAL(p,1)
==0.0)) /* source term already exists from actual DPM iteration */

{
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C_UDMI(c,t,2) = C_UDMI(c,t,2) + (P_FLOW_RATE(p)/ (strength * C_VOLUME(c,t) *
Iftos));
P_USER_REAL(p,1)=1.;

}
I*else if (P_USER_REAL(p,1) == 1)

{
Message ("for this particle the source already exists\n");
} *
[*else
Message(" Error!!! Consider revising !!!' \n");
¥
P_MASS(p) =0
p->stream_index=-1;
/* Message("droplet being aborted \n"); */
}

}

}

DEFINE_EXECUTE_AT_END( clear_sources)

{

FILE *fp;

double flowrate, flowrate vof;

real time_interval;

Domain *d;

face tf;

Thread *t;

cell_tc;

Domain *water_domain;

Thread *water_thread,;

Thread *inlet_thread;

d = Get_Domain(1);

t = Lookup_Thread(d,2);

water_domain = Get_Domain(3);

water_thread = Lookup_Thread(water_domain,?2);
inlet_thread = Lookup_Thread(water_domain,7);
fp = fopen("mc_2e-4s_s4x_post.txt","a");
time_interval = RP_Get_Real("time_interval");

inflow = 0.0;
outflow = 0.0;
begin_c_loop(c, t)

inflow += C_VOLUME(c,t) * C_VOF(c,water_thread); /* calculates water volume fraction in
whole domain */

end_c_loop(c, t)

begin_f _loop(f, inlet_thread) /* loops over faces of inlet */
{
outflow += F_FLUX(f,inlet_thread);

end_f_loop(f, inlet_thread)

time_interval += CURRENT_TIMESTEP; /* time_interval for post processing */
RP_Set_Real("time_interval", (time_interval));
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time_sum += CURRENT_TIMESTEP; /* sum of timesteps */

outflow_sum += 0.001 * outflow * CURRENT_TIMESTEP; /* sum outflow [m3] */

flowrate = jet_Q * time_sum - outflow_sum; /* difference between inflow by lagrange and
outflow by VOF */

flowrate_vof = inflow - vof _tot;

Message("inflow calculated using VOF is %e \n", flowrate_vof);

Message("inflow by flat jet is %e \n", flowrate);

Message("time elapsed is %f and total volume originally occupied by water was %e \n",
time_sum, vof_tot);

Message("outflow through opening is %e", outflow);

fprintf(fp, "%e %e %e %e \n", time_sum, flowrate, flowrate_vof, outflow);

fclose(fp);

begin_c_loop(c, t)
{
if (C_UDMI(c,t,2) > 0.0)

if ((C_UDMI(c,t,1) - CURRENT_TIMESTEP) >=0.) /* actual timestep is still larger
than remaining time for particular source */

{
C_UDMI(c,t,1) = C_UDMI(c,t,1) - CURRENT_TIMESTEP;

else /*last non-zero source when actual timestep is larger than remaining time
C_UDMI(c,t,1) for particular source */

{
C_UDMI(c,t,2) = 0.0;
C_UDMI(c,t,1) = 0.0;
}

}

end_c_loop(c, t)

}

/****************************************************************/

/** UDF that calculates actual volume fraction of water **/
/****************************************************************/

DEFINE_ON_DEMAND(calculate_VOF_water)
{

Domain *d;

Thread *t;

cell_tc;

Domain *water_domain;

Thread *water_thread,;

d = Get_Domain(1);

t = Lookup_Thread(d,2);

water_domain = Get_Domain(3);

water_thread = Lookup_Thread(water_domain,?2);

vof_tot = 0.0;
begin_c_loop(c, t)

vof_tot += C_VOLUME(c,t) * C_VOF(c,water_thread); /* calculates water volume fraction in
whole doamin */

end_c_loop(c, t)

time_sum = 0.0; /* reset the time used for calculation of mass conservation */
inflow = 0.0;

Message("Total Volume occupied by water is %f \n", vof_tot);
Message("Variable for time sum have been initialized \n");



PhD thesis Ing. Jan Bodek

/***********************************************/

/* mass and momentum source of VOF */
/***********************************************/

DEFINE_SOURCE(water_mass_source, c, t, dS, egn)
{

real source;

source = 4.0 * C_UDMI(c,t,2);

/*if (source > 0.)

{

Message("source is %f \n", source);
}¥

dS[egn] = 0.

return source;
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APPENDIX XI

Material properties for heat transfer calculationswith DPM
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Material properties

species

mixture air vapor | water droplet steel
density [kg/m3] 998 8030
specific heat cp [J/kg-K]| mixing law 1006 2014 4182 502.48
thermal conductivity
[W/m-K] 0.0454 0.6 50

piecewise piecewise
viscosity [kg/m-s] linear linear
mass diffusivity [m2/s] kinetic theory
Thermal diffusion
coefficient kinetic theory
molecular weight [kg/kg
mol] 28.966 | 18.01
reference temperature
[°C] 25 25
latent heat [J/kg] 2263073
vaporization temperatuf
[°C] 10.85
boiling point [°C] 99.85
volatile component
fraction [%] 100
binary diffusivity [m2/s]
saturation vapor pressufe piecewise
[Pa] linear
droplet surface tensio piecewise
[N/m] linear

Piecewise linear saturated vapor pressure

teplota | saturated vapor pressure
[°C] [Pa]

0 611

50 12288

60 19844

70 31063

80 42273

90 70122

100 101613
120 200501
150 487270
200 1633225
300 9343954
400 30934826
500 74030116
1000 700919169
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APPENDIX XII

UDF for film boiling based on heat flux through interface



PhD thesis Ing. Jan Bodek

This UDF identifies the first row of cells on thealvof jet impact. Afterwards, it calculates

heat flux through interface if the cell is an ifiéee cell. The heat flux is than used for
calculation of vapor mass source. If the cell lireshe first row of cells on the impact wall,

than the heat flux from the wall is used for cadtioln of mass source of vapor.

#include "udf.h"

#include "mem.h"

#define T_SAT 373.15

#define T_WALL 400

#define L 2270000

#define zone_ID 2

#define delta 0.002 /* cell height */

/**************************************************************/

* UDF for detecting impact wall cells *
/**************************************************************/

DEFINE_ON_DEMAND(cells_on_wall)
{

#if IRP_HOST

intn=0;

cell tc;

Domain *d;

Thread *t, *tf;

d = Get_Domain(3);

t = Lookup_Thread(d,zone_ID);

begin_c_loop_int(c,t)
c_face_loop(c, t, n)

{
tf = C_FACE_THREAD(c,t,n);

if (THREAD_ID(tf) == 7) [* thread impact wall */
{C_UDMI(c,t,0) = 1;}
}
end_c_loop_int(c,t)
#endif
}
/**************************************************************/
* UDF for calculating HF through interface *

/**************************************************************/

DEFINE_ADJUST (show_heat_flux, domain)

{

#if IRP_HOST

double k_vapour = 0.0261, k_water = 0.6, conductivity, X[ND_ND], grad, A, Al, A2, h;
intn=0;

cell tc;

Domain *d;

Thread *t;

d = Get_Domain(3);

t = Lookup_Thread(d,zone_ID);

begin_c_loop_int(c,t)

{
C_CENTROID(x,c,t);
conductivity = C_VOF(c,t)*k_vapour + (1-C_VOF(c,t))*k_water;
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if ((C_UDMI(c,t,0) == 0) && (NV_MAG(C_VOF_RG(c,t)) > 0.0) && (C_VOF(c,t) > 0.01) &&
(C_VOF(c,t) < 0.99) && C_T(c,t) > (T_SAT + 1.0)) /* Vypar */

{

grad = (C_VOF_RG(c,t) [0] * C_T_RG(ct) [0] + C_VOF_RG(ct) [1] * C_T_RG(ct) [1])/
NV_MAG(C_VOF_RG(c,1));

Al = 0.5* (SQR(X[1] + delta/2) - SQR(X[1] - delta/2));

h = C_VOLUME(c,t)/AL;

A2 = x[1] * h; * 2pi *r * h/ (2pi) *

A= (Al + A2)/2;

C_UDMI(c,t,1) = A * conductivity * fabs(grad)/ (L*C_VOLUME(c,t)); [* corresponds to
S*k*dT/dn / (L* C_VOLUME) */

}

else if ((C_UDMI(c,t,0) == 0) && (NV_MAG(C_VOF_RG(c,t)) > 0.0) && (C_VOF(c,t) > 0.0) &&
C_T(c,t) < (T_SAT - 1.0)) /* condensation */
{

grad = (C_VOF_RG(c,t) [0] * C_T_RG(ct) [0] + C_VOF_RG(ct) [1] * C_T_RG(ct) [1])/
NV_MAG(C_VOF_RG(c,1));

Al = 0.5* (SQR(X[1] + delta/2) - SQR(X[1] - delta/2));

h = C_VOLUME(c,t)/AL;

A2 = x[1] * h; * 2pi *r * h/ (2pi) *

A= (Al + A2)/2;

C_UDMI(c,t,1) = -1.0 * A * conductivity * fabs(grad)/ (L*C_VOLUME(c,t)); *
corresponds to S*k*dT/dn / (L* C_VOLUME) */

}

else if ((C_UDMI(c,t,0) == 1) && (C_VOF(ct) < 0.99) && (C_T(c,t) > T_SAT))
[* vypar */

{

Al =0.5* (SQR(x[1] + delta/2) - SQR(x[1] - delta/2)); /* area in normal direction */

h = C_VOLUME(c,t)/AL,;

grad = (T_WALL - C_T(c,1))/(0.5 * h);

C_UDMI(c,t,1) = conductivity * grad/ (L*h); [* corresponds to S*k*dT/dn / (L*
C_VOLUME) ¥

}

else

C_UDMI(ct,1) = 0.0;
}

end_c_loop_int(c,t)
#endif

}
DEFINE_SOURCE(vapour, c, t, dS, eqn)

double source = 0.0;

source = C_UDMI(c,t,1);
dS[egn] = 0.0;

return(source);

}

DEFINE_SOURCE(water, c, t, dS, egn)
{

double source = 0.0;

source = -1.0 * C_UDMI(c,t,1);
dS[egn] = 0.0;

return(source);

}
DEFINE_SOURCE(energy, c, t, dS, eqn)
{

double source = 0.0;
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source = -L * C_UDMI(c,t,1);
dS[egn] = 0.0;
return(source);

}
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APPENDIX XiIlI

UDF that calculates mean jet velocity of solid jetepresented by Lagrange
particles
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The UDF calculates the jet velocity in each compaoal cell as a mass-weighted velocity of
particles located in this cell

#include "udf.h"
DEFINE_ON_DEMAND(cells_on_wall)

{

#if IRP_HOST

intn=0;

cell tc;

Domain *d;

Thread *t, *tf;

d = Get_Domain(1);

t = Lookup_Thread(d,2);
begin_c_loop(c,t)

C_UDMI(c,t,0) = 0.;
c_face_loop(c, t, n)

{

tf = C_FACE_THREAD(c,t,n);

if (THREAD_ID(tf) == 6) /* thread of impact wall */
{C_UDMI(c,t,0) = 1.;}

}

end_c_loop(c,t)
#endif

}
DEFINE_ON_DEMAND(calculate_flowrate)

{

real ind[2];

inti;

cell tc;

Thread *t;

Domain *d;

Particle *p;

d = Get_Domain(1);

t = Lookup_Thread(d,2);
Alloc_Storage_Vars(d, SV_DPM_PARTICLE_BIN, SV_NULL);
bin_patrticles_in_cells(d);

begin_c_loop(c,t)

C_UDMI(c,t,1) = 0.;
memset((void*)&ind, 0.0, sizeof(real)*2);
begin_particle_cell_loop(p,c,t)

{
ind[0] += NV_MAG(P_VEL(p)) * P_MASS(p);
ind[1] += P_MASS(p);

}

end_particle_cell_loop(p,c,t)

if (ind[1] > 0.)

{
C_UDMI(c,t,1) +=ind[0)/ind[1];
}

end_c_loop(c,t)
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Free_Storage Vars(d, SV_DPM_PARTICLE_BIN, SV_NULL);
}
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APPENDIX XIV

UDF that calculates mean jet velocity of solid jetepresented by Lagrange
particles
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These concatenated UDFs first identify the first wf cells adjacent to the impact wall. Next,
particles located within this row of cells are ledpover and their temperature increment is
calculated based on HTC, particle time step andldrodiameter. HTCs are calculated
according to the Ranz and Marshall correlation Bmation of Reynolds and Prandtl number.

/************************************************************************************************************/

/* Concatenated UDFs for the Discrete Phase Model that includes a usage of DPM_SWITCH */

/************************************************************************************************************/

#include "udf.h"
#include "dpm.h"

/******* reserve LJ[)“A ********/

#define NUM_UDM 1
static int udm_offset = UDM_UNRESERVED,;

DEFINE_EXECUTE_ON_LOADING(on_loading, libudf)

if (udm_offset == UDM_UNRESERVED) udm_offset =
Reserve_User_Memory_Vars(NUM_UDM);

if (udm_offset == UDM_UNRESERVED)
Message("\nYou need to define up to %d extra UDMs in GUI and "
"then reload current library %s\n", NUM_UDM, libudf);
else
{
Message("%d UDMs have been reserved by the current "
"library %s\n",NUM_UDM, libudf);

Set_User_Memory_Name(udm_offset,"IS_ ON_WALL");

}
Message("\nUDM Offset for Current Loaded Library = %d",udm_offset);
}

[k datect impact wall cells *rxxssx/
DEFINE_ON_DEMAND(cells_on_wall)

{

#if IRP_HOST

intn=0;

cell tc;

Domain *d;

Thread *t, *tf;

d = Get_Domain(1);

t = Lookup_Thread(d,2);

begin_c_loop(c,t)

C_UDMI(c,t,0) = 0.;

c_face_loop(c, t, n)

{

tf = C_FACE_THREAD(c,t,n);

if (THREAD_ID(tf) == 6) [* thread impact wall */
{C_UDMI(c,t,0) = 1.;}

}

end_c_loop(c,t)
#endif
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}

[reeeek DPM LAW for droplet heating *****x*x/

#define RO_AIR 1.225
#define RO_WATER 998.2
#define MU_AIR 1.7894e-05
#define CP_AIR 1006.43
#define CP_WATER 4182
#define K_AIR 0.0242

DEFINE_DPM_LAW ((DropHeatLaw,p,ci)
{

real area, rel_vel, Re, Pr, HTC, delta_temp;
cell_tc=P_CELL(p);
Thread *t = P_CELL_THREAD(p);

area = 4.0 * M_PI * pow(P_DIAM(p),2.0);

rel_vel = sqrt(pow((P_VEL(p)[0] - C_U(c,1)),2.0) + pow((P_VEL(p)[1] - C_V(c,1)), 2.0));

Re = RO_AIR * P_DIAM(p) * rel_vel /IMU_AIRU

Pr=CP_AIR*MU_AIR/K_AIR;

P_T(p) = P_T(p) + delta_temp;

[rexeex DPM SOURCE for droplet heating **x+****/

DEFINE_DPM_SOURCE(dpm_source, ¢, t, S, strength, p)

{

real mp;
Material *sp = P_MATERIAL(p);

if (P_CURRENT_LAW(p) == DPM_LAW_USER_1)

{

/* Reynolds number */
/* Prandtl number */
HTC = K_AIR * (2.0 + 0.6*pow(Re,0.5)*pow(Pr,1./3.))/ P_DIAM(p);

delta_temp = P_DT(p) * area * HTC * (C_T(c,t)-P_T(p))/(P_MASS(p)*CP_WATER);

S->energy += P_MASS(p) * MATERIAL_PROP(sp,PROP_Cp) * (P_T(p) - P_TO(p));

}
}

[rrxxxeex DPM SWITCH for DPM laws switching *rxe/

DEFINE_DPM_SWITCH(dpm_switch,p,coupled)

{
cell_tc=P_CELL(p);
Thread *t = P_CELL_THREAD(p);

}

P_CURRENT_LAW(p) = DPM_LAW_USER _1;



