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Abstract. IP Geolocation is a term used for finding the geographical location of an IP node. In this paper, we study 

the Internet communication properties and their use for client-independent Geolocation - finding the location without 

assistance of the node being located. We present and discuss the communication properties dependence on 

geographical aspects such as the geographical distance, differences between the source and destination country, and 

country population density and country ICT development index. For the study, we used a large set of data captured 

between the nodes geographically distributed across Europe. Based on the results, we propose an algorithm for a final 

location estimation within the delimited geographical area. The proposed algorithm improves the location accuracy 

when compared with the current techniques. 
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1. Introduction 

Knowledge of location has always been a funda-

mental element in many research fields. With IP-based 

systems, we refer to the location process as IP 

location. In this paper, we focus on finding geogra-

phical locations, a process termed IP Geolocation. IP 

Geolocation is used in a large number of location-

aware applications such as geomarketing and target 

content personalization [6], spam filtering [38], VoIP 

based emergency calls [31], IPTV viewer feedback 

services [4,30,5], resource allocation [34], fraud 

detection [25], and security prevention [1,16]. 

Client-independent IP Geolocation can be database 

or measurement driven. The database-driven approach 

is based on a mapping of the IP address ranges to the 

specific locations. The location accuracy depends on 

the granularity of the database entries and on their up-
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to-dateness because of the continual evolution of IP 

addresses assignments. An advantage of the database-

driven approach is the speed of location which 

consists of the time for sending the request to the 

database server, processing and reply. Database-driven 

approaches are only about 50 % accurate in locating 

nodes within a given city and about 90 % accurate in 

locating nodes within a given country [36,13,33,41]. 

Databases commonly used for Geolocation are Digital 

Envoy/NetAcuity, MaxMind/GeoIP, IPligence, 

IP2Location, HostIP, and GeoBytes (The list covers 

both private and public databases.). 

The measurement-driven approach for Geolocation 

is based on measuring the IP communication proper-

ties and their analysis. Latency and hop count (number 

of the routers along a path) are usually measured. 

Location accuracy is given by the commutation 

properties dependence on the geographical distance. 

The accuracy is lower as with the database-driven 

approach [11,8,36]. A disadvantage is a longer 

location time caused by the time needed for the 

measurements, data collection and their processing. 

The main advantage is the elimination of the up-to-

dateness problem of the geolocation databases. 

The contribution of the paper is the following: 

1) A comprehensive survey of the relation of Internet 

communication properties to geographical aspects. 

Such relations are the key for measurement-based IP 

Geolocation. We studied the relation in the European 

region by involving nodes geographically distributed 

across of the whole Europe. The placement of the 

nodes is presented together with the level of the 

correct position trustworthiness. We derived these 

levels by a comparison of the different location 

sources for each node. The study differs from related 

work by involving additional Geolocation related 

properties which could have an impact on the IP 

Geolocation accuracy. These properties are the 

country ICT development index and the population 

density. The ICT development index is published by 

ITU (International Telecommunication Union) and is 

used to measure the information society status. 

2) An algorithm proposal for a final location 

estimation of the target being located. The algorithm is 

based on the analysis results and it modifies the 

current position selection process for the target's 

location within the delimited area as a product of the 

multilateration principle. The current approaches use 

the centroid of the delimited area unless other 

geographical constraints are used (for example city 

boundaries). We use another geographical point as the 

target's location. We decide the location based on an 

algorithm that incorporates a combination of the 

closest landmark strategy within the delimited area, 

the same country detection for the closest landmark, 

and country population density assumption. For the 

best results, we identified a threshold when the target's 

population density should be or not used for location 

estimation. We also work with shifting the target's 

location from the centroid towards a boundary-point 

of the delimited area. Our approach differs from other 

similar based on population density introduced in 

[9,39]. In [9], Eriksson et al. expand their algorithm 

by employing the probability of a target being inside a 

country with a specific population. Their estimation is 

based on a correlation of the number of routers in a 

specific geographic location with the population 

density in that location. The population is used as a 

weight factor in the location estimation process. In 

[39], Wang et al. propose a three-level Geolocation 

process (later discussed in the paper). The population 

density is there used for the closest web-based 

landmarks discovery within the delimited area and it 

takes a part in the last level of location process. 

The next section covers the related work. We 

continue with a more detailed description of the 

measurement-based approach in the section `Latency-

based IP Geolocation'. In the section `Developed 

system', we introduce the developed measurement 

system for this work along with the ground truth 

dataset used. In the section `Communication 

properties', we describe and analyse the measurement 

data. We study their dependence on geographical 

aspects. We also present the correlation factors for 

each scenario where applicable. In the section 

`Location selection based on population density', we 

propose an algorithm for a final location estimation 

within the delimited geographical area. This section 

also includes an evaluation of the algorithm and its 

comparison with the currently used method. Finally, 

we conclude the paper. 

2. Related work 

Internet monitoring and survey projects, such as 

ETOMIC [27], Scriptroute [37], Skitter [14], NINI 

[32], DIMES [35], iPlane, and NLANR AMP [26] 

provide an insight into the Internet's performance and 

its evolution over time. The most inspected 

communication properties are the latency, hop count, 

bandwidth, and routing paths. The results are mainly 

used by Internet service providers to solve issues 

dealing with routing efficiency, end-to-end networking 

performance, and service outages. Researchers use 

this knowledge in a broad range of networking 

research fields. An example is communication latency 

prediction between a pair of nodes without a real 

measurement [28,29]. 

Geographical properties of the Internet are also 

studied to improve IP Geolocation accuracy. In [17], 

Kasiviswanathan et al. studied the relationship 

between routing paths and geographical distance. 

They analysed routing paths in the US using several 

datasets such as Skitter and ip2location. Their finding 

related to IP Geolocation was that hop count is loosely 

related to geographical distance. Another observation 

was that the paths were significantly longer than the 

corresponding linear distance. Lakhina et al. [23] 

studied the geographical distribution of the 
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networking entities such as routers, L2 links and 

autonomous systems. Population density was also 

studied to analyse its relation with the location of 

routers. The used datasets were Skitter and 

ScanProject Mercator with the nodes distributed in the 

US, Europe and Japan. The outcome was that the 

density of the routers had a clear dependence on the 

population density in the economically homogeneous 

countries/regions. The authors also analysed the 

dependence of the connection between routers and 

geographical distance. Their finding was that 77-92 % 

of the L2 links had a dependence on the geographical 

distance. This assessment was set by choosing 

different distance limits for the USA (818 miles), 

Europe (366 miles) and Japan (116 miles). Links 

below these limits were considered as distance 

dependent. Fei et al. [10] presented latency and hop 

count measurements taken in the US and European 

countries. The results indicated large differences 

across the European countries. Arif [2] presented 

latency and hop count survey in the US. The 

measurements were taken using 50 PlanetLab and 68 

Iplanet nodes. Based on the observation of the latency 

on distance relation, the author identified a positive 

correlation and suggested a probabilistic latency 

model for IP Geolocation purposes. The next finding 

was that hop count and geographical distance are only 

loosely related and, therefore, not suitable for IP 

Geolocation. A closer inspection showed that the same 

routers were used in the majority of communication 

within the used dataset. Relationship between hop 

count and latency was also studied with the finding 

that there was not any significant relationship which 

could be used for IP Geolocation. Dong et al. [7] 

presented an analysis of the latency on geographical 

distance relation as a base for a new latency-to-

distance calibration proposal. The authors used 81 

PlanetLab nodes from the US and 90 from Europe. 

Based on their observations, they applied k-means 

clustering to group the measured latencies with similar 

properties. Based on this grouping, they proposed a 

polynomial regression model for a better mapping of 

communication latency on geographical distance. 

3. Latency-based IP Geolocation 

Latency-based IP Geolocation is based on a 

positive correlation between communication latency 

and geographical distance. This dependence is used 

for obtaining the maximal geographical distance for a 

given measured latency between a pair of the IP 

nodes. The maximal distance is then used to find the 

location of the node. Each latency-based IP 

Geolocation uses a set of the landmarks with known 

location to measure the latency to the target - the node 

whose location is being estimated. The identified 

maximum distance from the landmark to the target is 

used to form a great-circle specifying the area of the 

possible target's location. Having a set of great-circles 

as a product of the measurements from the set of 

landmarks, multilateration is used to delimit the area 

of the target location as shown in Fig. 1. The figure 

shows a real geolocation of a node in Slovakia, 

Europe. 

 

Figure 1. Geolocation of target in Slovakia 

Latency to maximum distance conversion is 

calculated using static or dynamic approach. The static 

approach uses the value of the speed of light in a 

vacuum to calculate the maximum distance. The 

method SOI [18] calculates the maximum distance 

using the speed of digital information travelling in the 

Internet (4/9 speed of light). The speed of digital 

information is shown in Fig. 2 as the green line. The 

dynamic approach uses a calibration prior to latency 

measurements taken between all the landmarks with 

known location. Each landmark creates a set of 

latency points similar to Fig. 2 and then a line, which 

lies below all the latency points and touches the 

closest one, is created. The line is shown in the red 

colour. The method CBG [12] gives a stricter latency-

to-distance conversion ratio which results in smaller 

great-circles around each landmark. 

 

Figure 2. SOI and CBG calibration lines 

Based on our previous experiments [21], only a 

few of the great-circles delimit the area of the target's 

possible location. The closest landmarks contribute the 

most to the delimitation. A real example of the area of 

the target's possible location is shown in Fig. 3. It is a 

common empiric rule that the estimated location is 

assigned to the centre-of-gravity of the delimited area. 

The figure shows both the real and estimated 

locations. 
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Figure 3. Estimated area as product of Geolocation  

of target in Slovakia 

Other IP Geolocation methods are also known, 

such as Octant [40] or Segmented Polynomial 

Regression Model [7]. The first one introduces 

additional constraints to calculate the maximum 

geographical distance to the target from the 

landmarks. The second uses a non-linear conversion 

approach to follow the distribution of the latency 

points. Methods published in [18,19] use network 

topology information as additional constraints. 

In this paper, we focus on the dynamic latency-to-

distance conversion - CBG - as it forms a part of the 

state-of-the-art method [39]. This method uses a three-

level Geolocation process. Firstly, latency measure-

ments from the landmarks to the target are done to 

delimit the target's location area. Secondly, latencies 

from the target to the web servers are used to bring 

additional target's location area constraints (the 

latencies are estimated, not actually measured). 

Thirdly, the closest web server is searched for location 

information to estimate the target's location. 

4. Measurement system 

For the purpose of measuring and analysing the 

Internet communication properties we used more than 

300 nodes belonging to the European section of 

PlanetLab [20] (www.planet-lab.org), which is a 

global experimental and research network. The 

developed system consists of a measurement control 

server, the PlanetLab nodes acting as landmarks and 

running the measurement application developed, the 

nodes acting as targets, and a data collector server. 

The targets we used were outside PlanetLab since we 

did not want to measure targets from the same 

network as the landmarks. In our related work [22] we 

noticed that using both the targets and landmarks from 

the same network shifts the location accuracy to better 

values. The reason is that communication properties 

are of better values when measured within the same 

network. However, this case does not reflect the real 

Geolocation applications. We gathered the targets by 

exploiting the DNSLOC service records. The 

DNSLOC service is part of the domain name system 

and provides a geographical location for a domain 

name. Despite the fact that DNSLOC service is not 

widely used and, therefore, unusable for practice 

Geolocation, it helped us to gain a number of the 

nodes with the known position. In total, we used 

around 350 nodes with the geographical distribution 

shown in Fig. 4. 

 

Figure 4. Position of nodes used 

The location was required for each node for the 

purpose of geographical-related analysis. For the 

PlanetLab nodes, we used the location information 

provided by the PlanetLab website. However, we 

found that some provided locations were incorrect as 

they pointed to uninhabited areas such as seas. We 

therefore verified each location by a comparison with 

other sources such as the location of university/ 

company owing the nodes. If we found a difference, 

we estimated the trustworthiness of each location as 

shown in Fig. 5. We applied a similar verification 

method to the records provided by the DNSLOC 

system. 

 

Figure 5. Trustworthiness of node position 

 

Figure 6. Country ICT development index 
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Figure 7. Country population density 

To process the country-specific analysis of the 

measured data, each node was assigned to its country. 

For each country, we used the ICT development index 

level (Fig. 6) and the population density (Fig. 7). The 

ICT development index levels were obtained from an 

ITU study published in [15]. 

5. Communication properties 

We divided our study into several parts. Firstly, we 

studied the communication properties in relation to 

geographical distance. In this study, we worked with 

communication latency and hop count. Next we 

analysed the impact of country ICT development 

index and population density on latency and hop count 

dependence on geographical distance. 

5.1. Latency dependence on distance 

We started with inspecting the dependence of 

communication latency on geographical distance. 

Fig. 8 shows the latencies plotted against geographical 

distance. We gathered around 60000 records with 

statistical properties summarized in Table 1. The 

distribution of the latencies shows a clear dependence 

on the geographical distance in terms of minimal 

latencies for a given geographical distance. 
 

Table 1. Latency statistic [s] 

Mean Std. dev. 1st q. Median 3rd q. 

0.0208 0.0105 0.0135 0.0201 0.0269 

 

 

Figure 8. Latency dependence on distance 

The correlation coefficient between latency and 

distance was identified as r = 0.78 with the linear 

model equal to y [ms] = 0.01173 x [km] + 6.85 (Some 

IP Geolocation methods are based on the linear 

latency-to-distance conversion, such as CBG [12]. 

Other methods use non-linear latency-to-distance 

conversion, such as Spotter or GeoWeight [24,3].). 

5.2. Hop count dependence on distance 

Fig. 9 plots the hop count dependence on the 

geographical distance. Again, 60000 records were 

used. The statistical properties are shown in Table 2. 

Unlike latency, the distribution of hop count shows an 

unclear dependence on distance. 
 

Table 2. Hop count statistics [-] 

Mean Std. dev. 1st q. Median 3rd q. 

14 4 12 14 16 

 

 

Figure 9. Hop count dependence on distance 

The correlation coefficient between hop count and 

distance was identified as r = 0.32 with the linear 

model equal to y [ms] = 0.001576 x [km] + 11.97. 

Compared to the results presented in [17], the 

correlation coefficient for the US was about 0.15. This 

finding means that the hop count is slightly more 

dependent on the distance in Europe than in the US, 

but still is too small to make it usable for 

measurement-based Geolocation. 

The hop count might be used for finding a target's 

location by inspecting the number of hops from a set 

of landmarks. We went deeper in studying the hop 

count properties and tried to find whether the number 

of hop count can be useful in measurement-based 

Geolocation to estimate the distance between a 

landmark and target. We inspected 1 to 3 hop counts 

and identified the maximum geographical distances 

summarized in Table 3. We have to note that the 

presented distances are only indicative (mainly for one 

hop) since we did not have enough measurement data 

with acceptable ground truth trustworthiness. We 

again compared the result with the finding presented 

in paper [23] where the mean length of inter-domain 

links (a low number of hops to stay in one 
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autonomous system) for Europe was 142 km. Our 

identified average length of the links for 3 hops was 

171 km. 

 

Table 3. Maximum distances for different hop counts 

Hops Max. distance [km] 

1 5 

2 276 

3 514 

 

5.3. Country analysis 

We analysed communication latency in several 

European countries. We selected eight countries with 

the highest number of nodes measured. Fig. 10 shows 

the latency values for transmissions originated and 

received in the same country. The latency values are 

plotted with different colours for each country. The 

latencies of communication with the source and 

destination in different countries are plotted as grey 

and labelled as `other'. We noticed great fluctuations 

in Poland (blue marks) showing a large diversity with 

maximum latency values of 35 ms. 

 

Figure 10. Latency dependence on distance - country 

analysis 

 

Figure 11. Hop count dependence on distance - country 

analysis 

We analysed the hop count for the same European 

countries. We plotted Fig. 11 in a similar manner. 

However, we did not find any country-related patterns 

or differences. 

5.3.1. ICT development index 

We also studied the effect of country ICT 

development index on latency and hop count. Fig. 12 

shows the measured latencies plotted against the 

distance for the country ICT development index 

ranges. With a higher ICT index the latency values are 

lower and more uniform (>8, 8-7). Lower index 

ranges (<7) produce a higher dispersion of the 

measured latencies. Table 4 shows the correlation 

coefficients for the different ICT development 

indexes. The correlation coefficient is the most 

positive with the lowest ICT development index level. 

 

Figure 12. Latency dependence on distance – country  

ICT index analysis 

 

Table 4. Latency dependence on distance - country ICT 

index 

IC devel. index Correlation factor 

5-6 0.87 

6-7 0.78 

7-8 0.68 

 

Fig. 13 shows the same scenario for hop count. 

Unlike the previous analysis, we did not find any 

patterns between the ICT development index and hop 

count dependence on the distance. This confirms the 

previous finding about the poor relationship between 

hop count and distance. 

 

Figure 13. Hop count to distance - country  

ICT index analysis 
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5.3.2. Population density 

The country population density effect on latency 

dependence on distance is shown in Fig. 14. 

Inspecting the plot, we conclude that the latency on 

distance relationship is more uniform in countries with 

a higher population density. This is most significant 

for population densities larger than 150 people per 

km2. Table 5 shows the correlation coefficients for 

each population density range. The correlation 

coefficient decreases as population density increases. 

 

Figure 14. Latency dependence on distance - country 

population density analysis 

 

Table 5. Latency dependence on distance - country 

population density 

Population density Correlation factor 

75-100 0.86 

100-150 0.81 

150-300 0.61 

 

The effect of country population on hop count 

dependence on distance is shown in Fig. 15. Again, we 

did not find any significant patterns of relationship 

between population density and hop count. 

 

Figure 15. Hop count to distance - country  

population density analysis 

6. Location selection based on population 

density 

As a use case of the communication properties 

analysis for IP Geolocation, we modify the selection 

process of the target's location within the delimited 

area as a product of the multilateration principle. 

Current approaches use the centroid of this area unless 

other geographical constraints are used (for example 

city boundaries). We use another geographical point as 

the target's location. For this purpose, we use the 

country population density. The proposed process is 

shown as pseudo code of Algorithm 1. The particular 

steps are as follows: The centroid of the delimited area 

is determined. Then the closest landmark from the 

landmarks' list is found for the target in terms of the 

lowest latency measured. The closest-latency 

landmark is checked to be inside the delimited area. 

Provided the landmark is inside, we assume the target 

and the landmark belong to the same country and we 

assign the population density of the target as the value 

stored for the landmark. Next the identified target's 

population density is checked against the chosen 

threshold. We got the best results for the threshold 

equal to 130 people per km2. Provided that the target's 

population density is below the threshold, we suggest 

that a less inhabited area was delimited and we set the 

target's location as the location of the closest-latency 

landmark. In this case, we assume that the landmarks 

are located in highly populated places, such as large 

cities, since they are commonly run by large 

companies or universities. If the density is above the 

threshold, we expect the delimited area to be in a 

highly populated country with less significant area 

population differences across the country. In this case 

we use the centroid of the delimited area as the target's 

location. Finally, if the closest-latency landmark is not 

within the delimited area boundaries, we cannot 

assume the target's population density. We therefore 

shift the target's location from the centroid towards the 

identified landmark. The distance for shifting is given 

by the delimited area's boundaries. We set the target's 

location as a boundary-point delimited by the 

direction from the area's centroid to the landmark. 

 

 

 

 

We implemented the algorithm in the form of a 

Geolocation system. Fig. 17 shows the case when the 

closest-latency landmark is not within the delimited 

area. The node location is set as the point on the area's 
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border given by the direction from the centroid 

towards the landmark chosen. 

 

 

Figure 17. Estimation location within the delimited area; 

black cross refers to estimated location; green cross  

refers to correct location 

Table 6 shows the accuracy results after applying 

the algorithm. The results indicate that using only the 

closest-latency landmark as the target's location does 

not improve the accuracy. However, a combination of 

the latency-closest landmark and the population 

density gives an accuracy improvement as it decreases 

the median location error by 10 km compared to the 

CBG algorithm. Although these numbers indicate 

large median values, we note that the CBG algorithm 

is used as the first step for further refining the 

geolocation area as discussed earlier in the paper. The 

final estimation location should be used when this 

further refining fails due to a lack of enough 

landmarks available for the next processing, for 

example, in rural geographical areas. 
 

Table 6. Location accuracy 

Location estimation method Median [km] 

Centroid 90 

Closest landmark by latency 94 

Closest landmark by latency and density 80 

 

7. Conclusion 

In this paper, we studied the Internet communica-

tion properties in relation to geographical aspects with 

a focus on Europe. Particularly we analysed latency 

and hop count values and their relationship on 

geographical distance. We also studied the effect of 

the static properties - country ICT development index 

and population density. 

We demonstrated the use of the obtained results by 

proposing an algorithm for the final estimation of the 

target's location. The algorithm employs information 

about the closest-latency landmark and the country 

population density. The proposed algorithm improves 

the location accuracy of the currently used technique 

for IP Geolocation. 
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