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ABSTRACT
Lots of different data fusion strategies have been developed during last 15 years of simul-
taneous EEG-fMRI research. The current doctoral thesis summarizes the actual state
of the art in EEG-fMRI data fusion research and puts a goal to improve task-related
network visualizations blindly directly from the acquired data. Two different models
which should improve it have been proposed within the thesis (i.e. generalized spectral
heuristic model and generalized spatiospectral heuristic model). Generalized spectral
heuristic model utilizes relative EEG power fluctuations in distinct frequency bands av-
eraged over electrodes of interest and compares the fluctuations with delayed BOLD
signal fluctuations via general liner model. The obtained results shows that the model
visualizes several different frequency dependent task-related EEG-fMRI networks. The
model overcomes the absolute power fluctuation approach and classic heuristic approach
too. The absolute power visualized a task-not-related broadband EEG-fMRI component
and classic heuristic model was insensitive to visualize the task-related visual network
which was observed for the relative 𝛼-band pattern for visual oddball task data. For the
semantic decision task EEG-fMRI data, the frequency dependence was not so evident in
final results. Since all the bands visualized only visual network and any areas of speech
network, the results were possibly corrupted by not-suppressed eye-blinking artifact in
EEG data. Mutual information coefficients between different EEG-fMRI statistical para-
metric maps showed that the similarities over different frequency bands are similar over
different tasks (i.e. visual oddball and semantic decision). More, the coefficients proved
that averaging over different electrodes of interest does not bring any new information
into the joint analysis, i.e. the signal on one single lead is very smoothed signal from
the whole scalp. For that reasons, better incorporation of the channel information into
the EEG-fMRI analysis started to be necessary and we have proposed more general spa-
tiospectral heuristic model and designed how to estimate the model with spatiospectral
Group Independent Component Analysis of EEG spectra relative power. The obtained re-
sults show that spatiospectral heuristic model visualizes the statistically most significant
task-related networks (compared to absolute power spatiospectral pattern results and
generalized spectral heuristic model results). The spatiospectral heuristic model was the
only one, which observed task-related activations in a speech areas for semantic decision
data. Beyond the fusion of EEG spatiospectral patterns with fMRI data, we have tested
the stability of the spatiospectral pattern estimates over different paradigms (i.e. visual
oddball, semantic decision and resting-state) with k-means clustering algorithm. We
have got 14 stable patterns for the absolute EEG power and 12 stable patterns for the
relative EEG power. Although ten of the patterns appear similar over the power types,
the relative power spatiospectral patterns (i.e. spatiospectral heuristic model patterns)
have higher evidence to tasks.

KEYWORDS
simultaneous EEG-fMRI, heuristic approach, spatiospectral group-ICA, independent
component analysis, general linear model, GLM, visual oddball, semantic decision,
resting-state, k-means clustering, ICASSO, GIFT, SPM12, EEG Regressor Builder



ABSTRAKT
Mnoho rozdílných strategií fúze bylo vyvinuto během posledních 15 let výzkumu si-
multánního EEG-fMRI. Aktuální dizertační práce shrnuje aktuální současný stav v oblasti
výzkumu fúze simultánních EEG-fMRI dat a pokládá si za cíl vylepšit vizualizaci úkolem
evokovaných mozkových sítí slepou analýzou přímo z nasnímaných dat. Dva rozdílné
modely, které by to měly vylepšit, byly navrhnuty v předložené práci (tj. zobec-
něný spektrální heuristický model a zobecněný prostorovo-frekvenční heuristický model).
Zobecněný frekvenční heuristický model využívá fluktuace relativního EEG výkonu v
určitých frekvenčních pásmech zprůměrovaných přes elektrody zájmu a srovnává je se
zpožděnými fluktuacemi BOLD signálů pomocí obecného lineárního modelu. Získané
výsledky ukazují, že model zobrazuje několik na frekvenci závislých rozdílných úkolem
evokovaných EEG-fMRI sítí. Model překonává přístup fluktuací absolutního EEG výkonu
i klasický (povodní) heuristický přístup. Absolutní výkon vizualizoval s úkolem nesouvise-
jící širokospektrální EEG-fMRI komponentu a klasický heuristický přístup nebyl senzitivní
k vizualizaci s úkolem spřažené vizuální sítě, která byla pozorována pro relativní 𝛼 pásmo
pro data vizuálního oddball experimentu. Pro EEG-fMRI data s úkolem sémantick-
ého rozhodování, frekvenční závislost nebyla ve finálních výsledcích tak evidentní, neboť
všechna pásma zobrazily vizuální síť a nezobrazily aktivace v řečových centrech. Tyto
výsledky byly pravděpodobně poškozeny artefaktem mrkání v EEG datech. Koeficienty
vzájemné informace mezi rozdílnými EEG-fMRI statistickými parametrickými mapami
ukázaly, že podobnosti napříč různými frekvenčními pásmy jsou obdobné napříč různými
úkoly (tj. vizuální oddball a sémantické rozhodování). Navíc, koeficienty prokázaly,
že průměrování napříč různými elektrodami zájmu nepřináší žádnou novou informaci do
společné analýzy, tj. signál na jednom svodu je velmi rozmazaný signál z celého skalpu.
Z těchto důvodů začalo být třeba lépe zakomponovat informace ze svodů do EEG-
fMRI analýzy, a proto jsme navrhli více obecný prostorovo-frekvenční heuristický model
a také jak ho odhadnout za pomoci prostorovo-frekvenční skupinové analýzy nezávislých
komponent relativního výkonu EEG spektra. Získané výsledky ukazují, že prostorovo-
frekvenční heuristický model vizualizuje statisticky nejvíce signifikantní s úkolem spřažené
mozkové sítě (srovnáno s výsledky prostorovo-frekvenčních vzorů absolutního výkonu a s
výsledky zobecněného frekvenčního heuristického modelu). Prostorovo-frekvenční heuri-
stický model byl jediný, který zaznamenal s úkolem spřažené aktivace v řečových cen-
trech na datech sémantického rozhodování. Mimo fúzi prostorovo-frekvenčních vzorů s
fMRI daty, jsme testovali stabilitu odhadů prostorovo-frekvenčních vzorů napříč různými
paradigmaty (tj. vizuální oddball, semantické rozhodování a resting-state) za pomoci
k-means shlukovacího algoritmu. Dostali jsme 14 stabilních vzorů pro absolutní EEG
výkon a 12 stabilních vzorů pro relativní EEG výkon. Ačkoliv 10 z těchto vzorů vy-
padají podobně napříč výkonovými typy, prostorovo-frekvenční vzory relativního výkonu
(tj. vzory prostorovo-frekvenčního heuristického modelu) mají vyšší evidenci k úkolům.
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INTRODUCTION

Since Isidor Rabi (1937) declared and measured atom’s nuclear magnetic resonance
at molecular beams [170], Felix Bloch and Edward Purcell (1946) expanded it at
liquid and solid measurements [17, 169] and Paul Lauterbur (1973) introduced basal
principles of magnetic resonance imaging (MRI) [129], many different MRI sequences
able to visualize different chemico-physical phenomena were invented. In biomedical
imaging applications, different chemico-physical image contrasts can provide differ-
ent qualitative and quantitative information about in-vivo displayed tissue. The
qualitative information presents the property of measured variable (e.g. high res-
olution anatomy [58, 174, 205], blood oxygenation [161, 162, 163], concentration
[53, 133], diffusion constant [8, 154, 155],. . . ). And the quantitative information
presents rate of qualitative information distribution over space, or over time, or over
both, etc. Simply, MRI became to be an indispensable diagnostic method which is
still under development.

After 1990, Ogawa’s et al. MRI sequences sensitive to blood oxygenation [161,
162, 163] gave raise to the field called functional magnetic resonance imaging (fMRI)
because repetitive time of one 3D image scanning fulfills the Nyquist theorem [98] for
capturing of dynamic cardio-vascular changes evoked by induced neuronal activity
[86]. That kind of imaging started to be widely used in basic and clinical research
of brain’s [7, 54, 112, 203] and spinal cord’s [115, 195, 196, 197] gray matter activity
visualizations.

Practically immediately after BOLD signal discovery (blood oxygen level depen-
dence) [161, 162, 163], other scientists started to think about simultaneous recording
of scalp electrophysiological and functional MRI data. They solved it between 1993-
1995 and scientific field called simultaneous EEG-fMRI1 was born [85, 96]. The
1𝑠𝑡 initial trouble which had to be solved was gradient artefact suppression from
simultaneously EEG signal. There were two main problems. The amplitude of the
MR pulse gradients is much higher than EEG signal amplitude, and frequency char-
acteristics of both signals overlap themselves. Fortunately because of quite stable
temporal characteristic of the pulse gradient, Allen et al. and Goldman et al. solved
it with cumulative signal filtering techniques at the end of the millennium [3, 4, 72].
And, the fusion of simultaneous EEG-fMRI data has become to be possible since
that times [72, 73, 127].

Submitted doctoral thesis deals with current improvements in simultaneous EEG-
fMRI data fusion via generalized spectral patterns. The whole work is organized

1The measurement when the brain neuronal activity is captured simultaneously with two differ-
ent physical techniques - electroencephalography (EEG) [157] and functional magnetic resonance
imaging (fMRI) [86].
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into 5 separate chapters. The chapter 1. “Simultaneous EEG-fMRI data anal-
ysis: a brief state of the art” introduces briefly used statistical models and the
current state of art in simultaneous EEG-fMRI data fusion research, highlights cur-
rent shortcomings and explains why we have decided to improve selected deficiencies
(i.e. incorporation of relative EEG power and spatiospectral EEG decomposition of
it at independent components used as input into the joint EEG-fMRI analysis). The
chapter 2. "Ph.D. thesis objectives" defines main objectives of the doctoral thesis
which should be achieved for a successful improvements of the current EEG-fMRI
methods. The chapter 3. "Generalized EEG-fMRI spectral heuristic model" is de-
voted to the relative EEG power incorporation into the EEG-fMRI analysis and
contains the whole problem formulation since the description of methods, through
results and discussion, upto the conclusions and evaluations of the benefits of the
derived generalized spectral heuristic model. The chapter 4. "EEG spatiospectral
patterns for EEG-fMRI fusion" is organized in the same order as the chapter 3.
"Generalized EEG-fMRI spectral heuristic model" for spatiospectral group Indepen-
dent Component Analysis (group-ICA) of EEG signal, tests the stability of derived
spatiospectral patterns over different paradigms and subjects, assesses its benefits
and limits for the EEG-fMRI data fusion and evaluates benefits of declared gener-
alized EEG-fMRI spatiospectral heuristic model. The final chapter 5. "Ph.D. thesis
outcomes and conclusions" repeats the thesis objectives and describes whether and
how each sub-objective was or was not fulfilled.
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1 SIMULTANEOUS EEG-FMRI DATA
ANALYSIS: A BRIEF STATE OF THE ART

Ives et al. (1993) captured the first EEG signal record during echo-planar MRI [96].
Huang-Hellinger et al. (1995) performed the first initial simultaneous EEG-fMRI
measurements [85] about two years after Ogawa’s et al. (1990-1993) discovering of
blood oxygen level dependence effect at MR signal (also called BOLD signal) [161,
162, 163]. Initial joint EEG-fMRI data analyses [72, 73, 127] became possible after
next five years (approx. since 2000), when already initial algorithms for the proper
suppression of gradient MR artifacts from acquired EEG appeared available [3, 4, 72].
It means that the brain neuronal activity has been capturing simultaneously with
two physically different measuring modalities since that times, where each recorded
signal dispose with different properties and characters, although they both contains
the same underlying activity.

The EEG signal summarizes all chemico-electrical brain events measured with
unpolarized electrodes on the scalp or from intra-cranial space [157], and has the
character of stationary and ergodic stochastic signal [98] for its short sections with
practically any delay after neuronal activations. Only scalp EEG records were used
in the current thesis. The EEG records dispose with much better temporal resolution
(sampling frequency 100-5000Hz) than fMRI records (sampling approx. 0.3-1.5Hz)
but also with much lower spatial resolution (EEG: 20-256 electrodes over the scalp;
fMRI: 3D sampling from units up to tens of mm3 per voxel).

In fMRI, the local BOLD signal changes are proportional to local delayed hemo-
dynamic changes in brain’s cardiovascular system evoked after local neuronal activ-
ity increase. The dependence between the neuronal activity and the BOLD signal
was described with the four state variable hemodynamic model [25, 59, 64]. It is
schematically shown in Fig. 1.1a, where the induced neuronal activity u(t) evokes
changes in vasodilative signal dynamics s(t) containing a subsume of neurogenic and
diffusive signal subcomponents. After that, the blood flow is increasing f(t) followed
by the changes in blood volume v(t) and in paramagnetic deoxy-hemoglobin (dHb)
concentration q(t). The BOLD signal y(t) is given by the the non-linear response
at those changes [59, 64, 78].

Although the single-input single-output hemodynamic model (1.1a) is modulated
with an non-linear function [64], the whole model can be considered as a linear sys-
tem whose impulse response function (IRF) is called the hemodynamic response
function (HRF) [86] shown in Fig. 1.1b for canonical HRF. Because superposition
principle applies to linear systems, theoretical BOLD signal response can be mod-
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(a) Hemodynamic model diagram [78] (b) canonical HRF

(c) Event-related design

(d) Block design

Fig. 1.1: The basics of functional magnetic resonance imaging
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Fig. 1.2: General linear model in single-voxel: designed by Michal Mikl.

elled [86] as e.g. for the stimulus function of some event-related1 (Fig. 1.1c) or
block2 (Fig. 1.1d) experimental design.

Since it is possible to model and predict the BOLD signal’s shape and timings,
several different data analysis approaches and strategies have been developed (e.g.
general linear model [62], spatial decomposition with independent component anal-
ysis [30, 31, 33], dynamic causal modelling [66, 67], Granger causality [71, 77], etc.).
Only the first two will be considered and described here because the others are out
of scope of the current thesis.

1.1 General Linear Modelling

The linear effect of the HRF and modulation of experimental designs were used
for brain’s increased activity localization in the 1𝑠𝑡 only fMRI voxel-wise studies
[62, 63, 213, 214] where spatial statistical parametric maps (SPMs) were estimated
with the general linear model (GLM, eq. 1.1) [62] between measured BOLD data
from each voxel in matrix Y and the theoretical expected BOLD signal response for
a given experiment paradigm (e.g. Fig. 1.1c or Fig. 1.1d) putted into the matrix of
regressors3 X as shown in Fig. 1.2 with 2 other model signals whose linear trends
in signal Y are also estimated.

𝑌 = 𝑋𝛽 + 𝜖 (1.1)
1Type of an external stimulation where stimulus duration is much lower and the inter-stimulus

interval higher than the temporal sampling period of the captured signal.
2Type of an external stimulation where stimulus duration is much higher than the temporal

sampling period of the captured signal.
3regressor = independent explanatory model variable
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Between each voxel 𝑤 and each regressor 𝑟, the value of the regression coefficient
𝛽𝑟,𝑤 to a given voxel’s BOLD signal is estimated. The matrix 𝜖 contains the noise in
the BOLD data dynamics whose powers are minimized during the GLM estimation
[62]. In Fig. 1.2, there is shown for one voxel 𝑤 what we are trying to fit (𝛽1,𝑤-𝛽3,𝑤),
when we are looking for the task-evoked supra-thresholded voxel with 3 different
regressors, where the regressor n. 1 𝑥1 represents the theoretical task-related BOLD
response and 𝛽1,𝑤 its regression coefficient in the voxel 𝑤.

The expectation maximization (EM) [151] algorithm is the most often used op-
timizing method for the 𝛽 regression value estimations in fMRI area. The simplest
estimation of 𝛽 values with EM is usually performed with ordinary least square
(OLS) algorithm (eq. 1.2) [62] or with weighted least square (WLS) algorithm (eq.
1.3) where Σ𝜖 is the covariance matrix of residual matrix 𝜖 [49, 65].

𝛽 = (𝑋𝑇 𝑋)−1𝑋𝑇 𝑌 (1.2)

𝛽 = (𝑋𝑇 Σ−1
𝜖 𝑋)−1𝑋𝑇 Σ−1

𝜖 𝑌 (1.3)

Penalized least square (PLS, eq. 1.4) or weighted penalized least square (WPLS,
eq. 1.5) solutions give effect to Tikhonov regularization [74] into estimations where
𝐼 is the identity matrix and where appropriately chosen regularizing parameter 𝜆

guarantee the convergence.

𝛽 = (𝑋𝑇 𝑋 + 𝜆𝐼)−1𝑋𝑇 𝑌 (1.4)

𝛽 = (𝑋𝑇 Σ−1
𝜖 𝑋 + 𝜆𝐼)−1𝑋𝑇 Σ−1

𝜖 𝑌 (1.5)

Bayesian statistics [190] brings into account prior and posterior observations of
optimized parameters. Fully Bayesian form of GLM solution with EM algorithm
maximizing the data-model likelihood is shown in eq. 1.6 where diagonal matrix 𝛽0

contains prior mean values of optimized parameters and Σ𝛽0 is a covariance matrix
of the priors [65].

𝛽 = (𝑋𝑇 Σ−1
𝜖 𝑋 + Σ−1

𝛽0 )−1(𝑋𝑇 Σ−1
𝜖 𝑌 + Σ−1

𝛽0 𝛽0) (1.6)

When the regression coefficients 𝛽 are estimated, the spatial effect of one or
more regressors inside the single-subject brain’s volume are often estimated with
one-sample T-test (eq. 1.7 [214], where 𝑐 is a row vector containing weights of
contrast on regressors of interest and Σ𝜖,𝑤 is variance of noise 𝜖 in the voxel 𝑤), or
with F-test (eq. 1.8, where Σ𝜖,𝑤,1 is a noise variance without variability explained
by the reduced model of interest n. 𝑋1, Σ𝜖,𝑤 is a noise variance without variability
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explained by full model 𝑋, 𝑘1 is number of degrees of freedom for the reduced model,
𝑘 is number of degrees of freedom for the full model and 𝑡 is number of fMRI signal
time points). It applies everytime: 𝑘1 < 𝑘.

𝑇𝑤 = 𝑐𝛽𝑤√︁
𝑐Σ𝜖,𝑤(𝑋𝑇 𝑋)−1𝑐𝑇

𝑇𝑤 ∈ (−∞; ∞) (1.7)

𝐹𝑤 = 𝑡 − 𝑘

𝑘 − 𝑘1
· Σ𝜖,𝑤,1 − Σ𝜖,𝑤

Σ𝜖,𝑤

𝐹𝑤 ∈ ⟨0; ∞) (1.8)

Fig. 1.3 visualizes an example of some model matrix 𝑋 (Fig. 1.3a) for whose
single-subject 3D T-test map (of 1𝑠𝑡 regressor 𝑥1 - Fig. 1.3b; and of 2𝑛𝑑 regressor
𝑥2 - Fig. 1.3d) and single-subject 3D F-test map (of the effect of 1𝑠𝑡 two regressors
𝑥1 and 𝑥2 on final data error variance - Fig. 1.3c) can be estimated. And as you
can see in the listed figures, each tested hypothesis disposes with different spatial
pattern over brain and with different result’s interpretation.

For group-averaged analyses over set of participants, the effect of some regressor
can be estimated also within the one-sample t-test where ⟨𝑐𝛽𝑤⟩ in eq. 1.9 charac-
terizes the expectation over group in the voxel 𝑤, Σ⟨𝑐𝛽𝑤⟩ is the variance over the
group and 𝑠 is number of participants in the analysis.

𝑇𝑤 =
√︃

𝑠

Σ⟨𝑐𝛽𝑤⟩
⟨𝑐𝛽𝑤⟩ 𝑇𝑤 ∈ (−∞; ∞) (1.9)

If it is necessary to observe the group effect over the set of regressors in each
voxel 𝑤, the most often used approach is the one-way ANOVA test (analysis of
variance; eq. 1.10) over group of participants (index 𝑗) and several contrasts at
different regressors (index 𝑖). The variable 𝜇𝛽𝑤 represents some fitted global 𝛽 value
in voxel 𝑤 consistent over all contrasts, 𝑏𝑤𝑖 is the effect of each individual regressor
𝑖 and 𝜖𝑤𝑖𝑗 is an error in estimates for corresponding voxel, regressor and participant.
The expectation of 𝑖 − 𝑡ℎ regressor can be estimated with eq.1.11. Following F-test
(eq. 1.8) on ANOVA’s residuals serves for group-averaged 3D SPM’s visualization.

𝑐𝑖𝛽𝑤𝑖𝑗 = 𝜇𝛽𝑤 + 𝑏𝑤𝑖 + 𝜖𝑤𝑖𝑗 (1.10)

𝜇𝛽𝑤𝑖
= 𝜇𝛽𝑤 + 𝑏𝑤𝑖 (1.11)

In pure fMRI data analyses, the GLM’s main limitation is that it is applicable
only for data with a task during measured experiment. It can not be used e.g. for
analysing of resting-state4 data. Nowadays, this experiment is commonly used for

4The experimental paradigm without participant’s external stimulation with closed or opened
eyes. The subject is instructed to not fall asleep.
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(a) Model matrix 𝑋 (b) T-test SPM for regressor 𝑥1

(c) F-test SPM for 𝑥1 and 𝑥2 (d) T-test SPM for regressor 𝑥2

Fig. 1.3: Examples of single-subject 3D T-test and F-test based SPMs: Both SPMs
are thresholded at level of statistical significance p<0.001 not corrected for multiple
comparisons and projected on high-resolution anatomical T1-weighted MR image.

detection of so-called large scale brain networks (LSBNs) [1] predominantly with
Independent Component Analysis [40, 92] (ICA) described in the continuous sub-
chapter 1.2 “Independent Component Analysis”.
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1.2 Independent Component Analysis

The ICA [40, 92] is a concurrent widely used neuroscientific data analysis method
which does not need to know any information about external stimulus timings,
belongs to the group of blind source separation techniques, maximizes the indepen-
dence between sources with higher order statistics, and is able to visualize function-
ally connected brain areas from fMRI data [146]. The areas were initially called
resting-state networks (RSNs) since they have been proven on resting-state datasets
[1, 44, 141, 204]. Soon it became clear that they are observable whether external
task is or is not presented and they started to be called large scale brain networks
(LSBNs) [32, 142, 192]. Beside fMRI area, the ICA has wide application in EEG
[23, 47, 105, 193] and MEG [57, 171] signal processing [94, 208].

The ICA algorithm (eq. 1.12) decomposes the original data 𝑌 at source matrix
𝑆 where each row contains an orthogonal and independent component, and at mix-
ing matrix 𝐴 of estimated coefficients which characterizes the linear relationship
between the original data and independent components [40, 92].

𝑌 = 𝐴𝑆 (1.12)

If the dimensions of input matrix are 𝑌 (𝑛𝑡, 𝑛𝑤) where 𝑛𝑡 is number of time-points
and 𝑛𝑤 is number of voxels, we are talking about so-called spatial ICA [30, 33].
Then, the output matrices have dimensions 𝐴(𝑛𝑡, 𝑛𝑐) and 𝑆(𝑛𝑐, 𝑛𝑤), where 𝑛𝑐 is
number of estimated components (mostly ad-hoc set). In this case, each row of
matrix 𝑆 consists one 3D spatially orthogonal and independent component with
highly correlated timecourses over all supra-thresholded voxels. The component’s
characteristic timecourse is hidden in corresponding column of matrix 𝐴. It is
mostly used ICA approach in fMRI area [1, 23, 32, 44, 141, 142, 146, 192, 204].
An example of one output IC with its timecourse and timecourse’s power spectral
density is shown in Fig. 1.4.

If the dimensions of input matrix are 𝑌 (𝑛𝑤, 𝑛𝑡), then the output dimensions are
𝐴(𝑛𝑤, 𝑛𝑐) and 𝑆(𝑛𝑐, 𝑛𝑡), and the analysis is called temporal ICA [30, 33]. It is poorly
used in fMRI area [18, 201] but widely used e.g. in EEG/MEG signal analysis and
filtering [47, 57, 92, 105, 138, 193, 194, 208] where variable 𝑛𝑤 characterizes number
of leads. An example of temporal ICA EEG output is shown in Fig. 1.5.

Several optimizing techniques for eq. 1.12 estimations have been developed since
1994 when the ICA was initially presented. Their brief review is shown in the sub-
chapter 1.2.1 “ICA cost functions and optimizing algorithms”. The strategies for
blind-source decomposition of eq. 1.12 can be divided at single-subject [146] and
multi-subject [31] techniques whose brief review is listed in the sub-chapter 1.2.2
“ICA multi-subject extension”.
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Fig. 1.4: Example of spatial-ICA output on resting-state fMRI data: (down) The
output component characterizes the z-scored functional connectivity of visual cor-
tex. (left up) The graph contains the averaged z-scored timecourse of the compo-
nent. (right up) The graph describes the timecourse’s power spectral density and
its variability.

1.2.1 ICA cost functions and optimizing algorithms

Since everytime we are solving overdetermined problem of eq. 1.12 we can rewrite it
after dimensionality reduction (e.g. with principal component analysis - PCA [104])
as eq. 1.13 where 𝑦, 𝑠 ∈ R𝑛𝑡 , 𝐴 is a full-rank square mixing matrix characterizing a
linear mixture between as many observations 𝑦𝑡 as sources (respectively components)
𝑠𝑡 [31].

𝑦(𝑤) = 𝐴𝑠(𝑤) 1 ≤ 𝑤 ≤ 𝑛𝑤 (1.13)

In the current equation 1.13, the index 𝑤 can be time (as in case of temporal-
ICA), or a spatial or volume index (as in case of spatial-ICA). Then, the 𝑦𝑡(𝑤) and

24



Fig. 1.5: Example of temporal-ICA output on visual oddball EEG data: Scalp
topologies are projections of column coefficients of mixing matrix 𝐴 for the corre-
sponding component.

𝑠𝑡(𝑤) can be considered for the 𝑡-th random process in 𝑦(𝑤) and 𝑠(𝑤). And when
we have a set of observations 𝑌 ∈ R𝑛𝑡×𝑛𝑤 , each row 𝑦𝑇

𝑡 reffers to a realization of 𝑛𝑤-
dimensional random vector. Assuming that the sources are mutually independent,
the demixing matrix 𝐵 (eq. 1.14) forming the sources 𝑠(𝑤) can be estimated using
the assumptions about the data properties [31].

𝑢(𝑤) = 𝐵𝑦(𝑤) (1.14)

Data’s non-Gaussianity is the most often used property, when the decomposi-
tion is solved with higher order statistics (HOS) where mutual information cost
function 𝐼𝑟(𝐵) is optimized with maximum likelihood (ML) approaches most fre-
quently [90, 92, 167], or with maximization of negentropy [159], or with explicit
joint approximation diagonalization of eigenmatrices (JADE) [35]. Its natural for-
mula can be written as eq. 1.15, where 𝐻𝑟(𝑢𝑡) is the entropy rate of 𝑡-th source
estimate 𝑢𝑡 and 𝐻𝑟(𝑦) is the constant entropy rate of observations with respect to
𝐵 [31].

𝐼𝑟(𝐵) =
𝑛𝑡∑︁

𝑡=1
𝐻𝑟(𝑢𝑡) − log | det(𝐵)| − 𝐻𝑟(𝑦) (1.15a)
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𝐻𝑟(𝑢𝑡) = lim
𝑘→∞

𝐻[𝑢𝑡(1), ..., 𝑢𝑡(𝑘)]/𝑘 (1.15b)

𝐻𝑟(𝑦) = lim
𝑘→∞

𝐻[𝑦(1), ..., 𝑦(𝑘)]/𝑘 (1.15c)

Because of mentioned properties, the statistical dependence over separated sources
𝑢𝑡 is minimized by minimizing of the total entropy rate of all source estimates∑︀𝑛𝑡

𝑡=1 𝐻𝑟(𝑢𝑛). The regularization term log | det(𝐵)| penalizes ill-conditioned ma-
trices and reduces eq. 1.15a to maximization of negentropy as the cost function.
The most commonly used form assuming non-Gaussianity is eq. 1.16a, where in-
dependent and identically distributed (i.i.d.) samples (sample correlation ≈ 0) are
assumed for observation matrix 𝑌 ∈ R𝑛𝑡×𝑛𝑤 and where "log 𝑝𝑠𝑡(𝑢𝑡)" is the source
probability density function [31]. Variable 𝑏𝑡 in eq. 1.16b is 𝑡-th row of the demixing
matrix 𝐵.

𝐿(𝐵) =
𝑛𝑤∑︁

𝑤=1

𝑛𝑡∑︁
𝑡=1

log 𝑝𝑠𝑡(𝑢𝑡) + 𝑛𝑤 log | det(𝐵)| (1.16a)

𝑢𝑡(𝑤) = 𝑏𝑇
𝑡 𝑦(𝑤) (1.16b)

The eq. 1.16 leads to the popular INFOMAX algorithm [12] with many ML
forms using different density models (e.g. entropy bound minimization [135], or
FastICA algorithm where demixing matrix 𝐵 is constrained to be orthogonal eq.
1.17 [90], or efficient FastICA form called EFICA [114], etc.).

𝐵𝐵𝑇 = 𝐼 (1.17)

Except HOS algorithms expecting i.i.d. samples, second order blind identifica-
tion (SOBI) [13, 219] and weights-adjusted SOBI (WASOBI) [218, 220] techniques
were released for ICA estimations. They are able to differentiate several Gaussian
sources with linear dependent non-zero covariance matrices 𝑅 (eq. 1.18), e.g. based
on diagonalization of those covariance matrices 𝑅 [13].

𝑅𝑡 = 𝑙𝑅𝑞 𝑙 ̸= 0 (1.18)

The multi-subject extension of the INFOMAX algorithm [12] using fixed density
model was used within the EEG data analysis pipeline of the current thesis. The
multi-subject extension brings us to the following sub-chapter 1.2.2 “ICA multi-
subject extension”.
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1.2.2 ICA multi-subject extension

Any ICA can be performed at single-subject level or multi-subject level to aggregate
group averaged independent components. Multi-subject extension is called group
Indepdendent Component Analysis (gICA) [29, 31, 33, 55] and consists of several
stages listed in Fig. 1.6 borrowed from [31].

Each gICA starts with reduction of data dimensions, most often with two-stage
PCA [104]. Over various different implementations yielding to similar results, the

Fig. 1.6: Stages of gICA for spatial ICA of fMRI data: (The picture was bor-
rowed from [31].) The detailed "ICA (Forward Estimation)" block illustrates tem-
porally concatenated input data (after two-stage PCA), estimated mixing matrix 𝐴

(containing subject specific mixing matrices 𝐴𝑖 where 𝑖 ∈ {1, 2, ..., 𝑁}) and group-
averaged source matrix 𝑆𝑎𝑔𝑔. The "Back-reconstruction through inversion" block il-
lustrates the basic principals of subject-specific source matrix 𝑆𝑖 estimation which is
used e.g. in PCA-based back-reconstructions [29]. The "Back-reconstruction through
Spatial-temporal (dual) regression" block highlights the basic ideas of dual regression
[9, 34] via two continuous GLMs as the concurrent back-reconstruction technique.
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simple idea of the two-stage PCA can be summarized as follows. The first stage
is estimated on single-subject level as separate PCA for each subject and session,
and the second stage is estimated as PCA of concatenated reduced single-subject
data on group level [31, 33, 55]. More detailed description of data dimensionality
reduction via PCA is writen in sub-chapter 1.2.3 “Data dimensionality reduction
with two-stage PCA” Concurrent to the two-stage PCA, clustering can be the other
approach reducing the data dimensions on group level [27, 91, 93].

After the data dimension reduction, ICA Forward Estimation follows with five
possible strategies as shown in Fig. 1.7. The first strategy (not-shown in Fig. 1.7)
averages the data over subjects and makes the ICA on group-averaged data [185].
For well working ICA, this assumption presume common time courses and sources
over subjects. So, list of experiments where the method is applicable is limited.
The second strategy incorporates single-subject ICA estimates following with group
inferences based on correlations over sources [28, 29], or retrospective matching
[125], or clustering [56, 91, 93]. The big advantage of this approach is the ability
to reveal unique single-subject spatial and temporal features. But simultaneously,
the method fails for noisy data, where the noise can cause changes in ICA estimates
which disable precise group evaluations [31].

The other three groups (temporal concatenation, spatial concatenation and ten-
sor calculus) involve direct ICA estimations on group data (see Fig. 1.7). Both,
temporal and spatial concatenations follows with one ICA calculus with subject
specific parts over mixing or source matrices. For the temporal concatenation,

Fig. 1.7: Forward estimation approaches for spatial ICA of fMRI data: (The picture
was borrowed from [31].)
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we are getting one common source matrix and one group mixing matrix divisi-
ble into several subject-specific mixing sub-matrices. Hence, differences over sub-
jects’ time courses can be examined immediately, and over their sources after back-
reconstruction [29, 2]. Similarly for the spatial concatenation, we are getting one
common time course matrix, source matrix divisible into several subject-specific
source sub-matrices and differences in time courses comparable over subjects after
back-reconstruction [31]. Since both concatenations have been used and examined
for fMRI data [29, 198], the temporal concatenation seems to work better possibly
because of larger variance over time than over brain’s volume space [31, 185]. Beside
fMRI application, the "temporal concatenation" over trials [52] or epochs [21, 23, 120]
also finds its application in EEG signal group blind source decompositions.

The last tensorial extension estimates a common time course matrix and a com-
mon source matrix but also allows to estimate subject specific matrices [10]. Al-
though that method is still under development, its application will possibly be still
limited since it assumes common time courses. So, it fails when they differ over
subjects, e.g. resting state experiment or experiments with randomized events [31].

1.2.3 Data dimensionality reduction with two-stage PCA

Let 𝑍 be some input data matrix with dimensions 𝑍(𝑛𝑡, 𝑛𝑤) representing 𝑛𝑡-dimen-
sional, zero mean, random row vector 𝑍. Then, its covariance matrix Σ𝑍 can be
rewritten as eq. 1.19 after singular value decomposition (SVD) at matrix of eigen-
vectors 𝐹𝑛𝑡 and diagonal matrix of eigenvalues 𝑒𝑛𝑡 [55, 104].

Σ𝑍 = 𝐹𝑛𝑡𝑒𝑛𝑡𝐹
𝑇
𝑛𝑡

(1.19)

Let the eigenvectors in matrix 𝐹𝑛𝑡 and the eigenvalues in diagonal matrix 𝑒𝑛𝑡 be
ordered in descending trend of eigenvalues, then the first eigenvector specifies the
direction of largest data variance. And, the eq. 1.19 can be rewritten as eq. 1.20
where matrices 𝐹 and 𝑒 of the first 𝑛𝑡1 ordered eigenvectors and eigenvalues and
forms the 𝑛𝑡1 orthogonal basis [29, 31, 55].

Σ𝑍 =
[︁
𝐹 𝐹2

]︁ ⎡⎣𝑒 0
0 𝑒2

⎤⎦ ⎡⎣𝐹 𝑇

𝐹 𝑇
2

⎤⎦ (1.20)

The best linear predictor (BLP) of 𝑍 is 𝑍̆ (eq. 1.21) optimal in mean squared
error (MSE) where 𝑃𝐶(𝐹 ) = 𝐹 𝐹 𝑇 is the perpendicular projection operator (PPO)
onto the column space of 𝐹 , 𝐶(𝐹 ), since 𝐹 is orthonormal [55].

𝑍̆ = 𝐹 𝑒𝑒−1𝑍* = 𝐹 𝐹 𝑇 𝑍 = 𝑃𝐶(𝐹 )𝑍 (1.21)
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The Moore-Penrose pseudoinverse simplifies the pseudoinverse at eq. 1.22 [55].
Since eq. 1.22 applies, the PCA-reduced data 𝑍* can be expressed as 𝑛𝑡1 basis
vectors of the orthogonal basis as eq. 1.23 [55].

𝑍− = (𝑍𝑇 𝑍)−1𝑍𝑇 = 𝑍𝑇 (1.22)

𝑍* = 𝐹 −𝑍 = 𝐹 𝑇 𝑍 (1.23)

Let 𝑌𝑖 be a input data matrix of subject 𝑖 with dimensions 𝑌 (𝑛𝑡, 𝑛𝑤) (prepro-
cessed and normalized to the same template space) with zero mean of each row.
Then the group temporally concatenated data can be expressed as eq. 1.24 for 𝑀

subjects. The subject specific predicted data 𝑌𝑖 after temporal concatenation can be
expressed as eq. 1.25. The single-subject PCA reduced data is characterized with eq.
1.26 where 𝐹 −

𝑖 = 𝐹 𝑇
𝑖 is standardized reducing matrix with dimensions 𝐹 −

𝑖 (𝑛𝑡1, 𝑛𝑤).
Temporally concatenated first PCA reduced data can be finally written as eq. 1.27
where 𝑌 * has dimensions 𝑌 *(𝑀𝑛𝑡1, 𝑛𝑤) [29, 31, 55].

𝑌 ≡
[︁
𝑌 𝑇

1 , . . . , 𝑌 𝑇
𝑀

]︁𝑇
(1.24)

𝑌𝑖 = 𝐹𝑖𝑌
*

𝑖 = 𝐹𝑖𝐹
−
𝑖 𝑌𝑖 = 𝑃𝐶(𝐹𝑖)𝑌𝑖 (1.25)

𝑌 *
𝑖 = 𝐹 −

𝑖 𝑌𝑖 = 𝐹 𝑇
𝑖 𝑌𝑖 (1.26)

𝑌 * ≡
[︁
𝑌 *𝑇

1 , . . . , 𝑌 *𝑇
𝑀

]︁𝑇
(1.27)

For the first-stage PCA reduction of spatially concatenated data, the standard-
ized reducing matrix 𝐹 −

0 = 𝐹 𝑇
0 with dimensions 𝐹 −

0 (𝑛𝑡1, 𝑛𝑡) is calculated from
concatenated data (eq. 1.24) of dimensions 𝑌 (𝑛𝑡, 𝑀𝑛𝑤). The subject specific pre-
dicted data 𝑌0𝑖 after spatial concatenation can be expressed as eq. 1.28. Then, the
𝑌 * are temporally concatenated as in eq. 1.27 but with reducing step of eq. 1.29
[10, 29, 31, 55].

𝑌0𝑖 = 𝐹0𝑌
*

𝑖 = 𝐹0𝐹
−
0 𝑌𝑖 = 𝑃𝐶(𝐹0)𝑌𝑖 (1.28)

𝑌 *
𝑖 = 𝐹 −

0 𝑌𝑖 = 𝐹 𝑇
0 𝑌𝑖 (1.29)

The group data mean PCA method is the last available first-stage PCA for
single-subject data dimension reduction. Mean dataset over subjects is estimated
in the first step with eq. 1.30 and enters to first PCA to obtain 𝐹 −

0 = 𝐹 𝑇
0 matrix
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with dimensions 𝐹 −
0 (𝑛𝑡1, 𝑛𝑡). The subject specific predicted data 𝑌0𝑖 after group

mean estimation can be expressed as eq. 1.31. Then, the second subject-level PCA
is performed to rotate each of the 𝐹 −1

0 𝑌𝑖 to the principal directions of each subject
reduced data 𝑌 *

𝑖 (eq. 1.32) with dimensions 𝑌 *
𝑖 (𝑛𝑡1, 𝑛𝑡) [11, 31, 55].

𝑌 = 𝑀−1
𝑀∑︁

𝑖=1
𝑌𝑖 (1.30)

𝑌0𝑖 = 𝐹0𝐹𝑖𝐹
−
𝑖 𝐹 −

0 𝑌𝑖 = 𝑃𝐶(𝐹𝑖𝐹0)𝑌𝑖 (1.31)

𝑌 *
𝑖 = 𝐹 −

𝑖 𝐹 −
0 𝑌𝑖 = 𝐹 𝑇

𝑖 𝐹 𝑇
0 𝑌𝑖 (1.32)

The second-stage PCA reduces the data 𝑌 * of dimensions 𝑌 *(𝑀𝑛𝑡1, 𝑛𝑤) at
aggregate matrix 𝐻 (eq. 1.33) of dimensions 𝐻(𝑛𝑡2, 𝑛𝑤), when applies: 𝑛𝑡2 < 𝑛𝑡1 <

𝑛𝑡. The matrix 𝐺− in eq. 1.33 is the standardized reducing matrix of dimensions
𝐺(𝑛𝑡2, 𝑀𝑛𝑡1) [29, 31, 55].

𝐻 ≡ 𝐺−𝑌 * =
[︁
𝐺𝑇

1 , . . . , 𝐺𝑇
𝑀

]︁ ⎡⎢⎢⎢⎣
𝐹 −

1 𝑌1
...

𝐹 −
𝑀𝑌𝑀

⎤⎥⎥⎥⎦ =
𝑀∑︁

𝑖=1
𝐺𝑇

𝑖 𝐹 𝑇
𝑖 𝑌𝑖 =

𝑀∑︁
𝑖=1

𝐻𝑖 (1.33)

The predicted subject-compressed data 𝑌 * can be expressed with eq. 1.34. Then,
the matrix ˘̆

𝑌𝑖 in eq. 1.35 characterizes the predicted subject data [31, 33, 55].

𝑌 * = 𝐺𝐺−𝑌 * = 𝑃𝐶(𝐺)𝑌
* =

⎡⎢⎢⎢⎣
𝐺1

∑︀𝑀
𝑖=1 𝐺𝑇

𝑖 𝐹 𝑇
𝑖 𝑌𝑖

...
𝐺𝑀

∑︀𝑀
𝑖=1 𝐺𝑇

𝑖 𝐹 𝑇
𝑖 𝑌𝑖

⎤⎥⎥⎥⎦ (1.34)

˘̆
𝑌𝑖 = 𝐹𝑖𝑌

* = 𝐹𝑖𝐺𝑖𝐻 = 𝐹𝑖𝐺𝑖

𝑀∑︁
𝑖=1

𝐺𝑇
𝑖 𝐹 𝑇

𝑖 𝑌𝑖 (1.35)

The reduced and aggregate matrix 𝐻 serves as the input to some ICA algorithm
(see sub-chapter 1.2.1 “ICA cost functions and optimizing algorithms”) estimating
eq. 1.36, where the generative linear latent variables 𝐴̂ and 𝑆 are the mixing matrix
of dimensions 𝐴̂(𝑛𝑡2, 𝑛𝑡2) related to subject time courses and the aggregate source
matrix of dimensions 𝑆(𝑛𝑡2, 𝑛𝑤) [31, 33, 55, 92].

𝐻 = 𝐴̂𝑆 (1.36)

After estimation of group aggregated components in the matrix 𝑆, the single
subject components (respectively sources) and their time courses can be estimated
with the back-reconstruction which is described in more details within following
sub-chapter 1.2.4 “Back-reconstruction to single subject estimates”.
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1.2.4 Back-reconstruction to single subject estimates

The back-reconstruction methods serve to reveal the subject-specific time courses
and sources from group aggregated results, and can be divided into 2 groups:

1. Method called GICA, revealing the single-subject mixing and source matrices
from PCA projected and compressed data using direct inversion [29, 31, 33, 55].

2. Spatio-temporal regression (STP; or dual regression), using aggregated ma-
trices as regressors in 2 following GLMs as schematically shown in Fig. 1.6
[9, 34, 55].

Only the first group has been used within the current thesis. The GICA methods
can be divided into 3 groups. The youngest approach called GICA3 assumes that the
subject specific TCs 𝑅𝑖 are the subject specific PCA back-projected mixing matrix,
as written in 1.37. Natural estimator 𝑅̃𝑖 and the subject specific back-projection
(eq. 1.38) are characterized with substituting of 𝐴 by aggregated mixing matrix 𝐴̂

[31, 55].

𝑅𝑖 ≡ 𝐹𝑖(𝐺𝑇
𝑖 )−𝐴 = 𝐹𝑖𝐺𝑖(𝐺𝑇

𝑖 𝐺𝑖)−1𝐴 (1.37)

𝑅̃𝑖 ≡ 𝐹𝑖(𝐺𝑇
𝑖 )−𝐴̂ = 𝐹𝑖𝐺𝑖(𝐺𝑇

𝑖 𝐺𝑖)−1𝐴̂ (1.38)

Since eqs. 1.33 and 1.36 can be rewritten as eq. 1.39, the subject specific reduced
data 𝐻𝑖 can be expressed as eq. 1.40. The natural estimator for subject specific
SMs 𝑆𝑖 is than eq. 1.41 [31, 55].

𝐻 =
𝑀∑︁

𝑖=1
𝐻𝑖 =

𝑀∑︁
𝑖=1

𝐺𝑇
𝑖 𝐹 𝑇

𝑖 𝑌𝑖 = 𝐴̂
𝑀∑︁

𝑖=1
𝑆𝑖 = 𝐴̂𝑆 (1.39)

𝐻𝑖 = 𝐺𝑇
𝑖 𝐹 𝑇

𝑖 𝑌𝑖 = 𝐴̂𝑆𝑖 (1.40)

𝑆𝑖 = 𝐴̂−𝐺𝑇
𝑖 𝐹 𝑇

𝑖 𝑌𝑖 (1.41)

The oldest GICA1 method estimates subject specific TCs 𝑅̂𝑖 with eq. 1.42, and
SMs 𝑆𝑖 with eq. 1.43 [29, 55]. The hybrid approach GICA2 uses eq. 1.42 for the
TC estimations, and eq. 1.41 for the SM estimations [55].

𝑅̂𝑖 ≡ 𝐹𝑖𝐺𝑖𝐴̂ (1.42)

𝑆𝑖 = 𝐴̂−𝐺𝑖𝐹
𝑇
𝑖 𝑌𝑖 = 𝐴̂−(𝐺𝑇

𝑖 𝐺𝑖)−1𝐺𝑇
𝑖 𝐹 𝑇

𝑖 𝑌𝑖 (1.43)
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1.2.5 Model order and stability of ICA

The quality and relevance of final ICA estimates are sensitive to several ad-hoc anal-
ysis settings, e.g. number of used principal components, number of final independent
components, optimizing algorithm, single-subject or multi-subject estimations, etc.

The final number of ICA components seems to be the crucial input parameter,
while low set number is not able to divide more present independent data phe-
nomenons and very high set number shatters the one independent phenomenon at
more divided sub-phenomenons. For that reasons, several information theoretic cri-
teria (ITC) were derived to make automatic data-driven selection of the model order
[31]. The criteria are able to estimate optimal number of set components for a given
input data. The most commonly used ITC are Akaike’s information criterion (AIC)
[37], Kullback-Leibler information criterion (KIC) [37] and the maximum descrip-
tion length (MDL; or so-called Bayesian information criterion - BIC) [175, 186]. Li
et al. (2007) showed the applicability of those criteria within ICA of fMRI data,
when they introduced sub-sampling scheme for effective automatic obtaining of set
of independent and identically distributed (i.i.d.) samples [136].

The stability of the estimated ICs is the other crucial and qualitative param-
eter which can be quantitatively measured and optimized. One possible solution
brought Himberg, Hyvärinen and Esposito et al. (2003-2005) with their software
called ICASSO which makes more ICA runs with same analysis settings, but with
different and random initial prior conditions. After several runs, the global opti-
mum is finding with hierarchical clustering algorithm, since the compactness of each
cluster is evaluated via the "cluster quality index" (𝐼𝑞, eq. 1.45) [56, 79, 80].

Let 𝐶 to be a set of indices of all estimated components, 𝐶𝑚 to be the set of
indices belonging to the 𝑚-th cluster, |𝐶𝑚| to be the size of the 𝑚-th cluster, 𝐶−𝑚 to
be the set of indices not-belonging to the 𝑚-th cluster, 𝑅 (eq. 1.44) to be the mutual
correlation matrix, Σ𝑌 to be the covariance matrix of original data 𝑌 , 𝑄 = |𝑅|
to be the similarity matrix, and 𝑞𝑖,𝑗 to be the scalar value in matrix 𝑄. Then, the
cluster quality index (𝐼𝑞, eq. 1.45) computes the difference between the average
intracluster similarities and average intercluster similarities [79, 80].

𝑅 = 𝐵Σ𝑌 𝐵𝑇 (1.44)

𝐼𝑞(𝐶𝑚) = 1
|𝐶𝑚|2

∑︁
𝑖,𝑗∈𝐶𝑚

𝑞𝑖,𝑗 − 1
|𝐶𝑚||𝐶−𝑚|

∑︁
𝑖∈𝐶𝑚

∑︁
𝑗∈𝐶−𝑚

𝑞𝑖,𝑗 (1.45)

As expected, it is important to set final number of output components carefully
and properly also for ICASSO runs, since the cluster stability indices are decreasing
with increasing number of set output components [136].
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1.3 EEG-fMRI data fusion

In simultaneous EEG-fMRI, we are not trying to explain the measured BOLD signal
𝑦𝑤 with expected theoretical BOLD response 𝑥1 as shown in Fig. 1.2 with eq.
1.1, but we are finding how to transform some signal or both signals to become
comparable. The motivation is to be able to visualize the functionally relevant
brain network without a-prior knowledge of the stimulus timings as a blind search
data-driven analysis.

Because of the delayed BOLD signal in front of neural activity with immediate
EEG changes [86, 139, 157], the simplest linear way of the signal’s comparison
describes eq. 1.46. There, the BOLD signal 𝑦 is equal to some latent EEG signal
𝑒 derived from raw EEG, down-sapmled to fMRI temporal sampling and convolved
with some impulse response function (IRF) ℎ characterizing the BOLD signal delay.

𝑦 = 𝑒 * ℎ (1.46)

The fixed canonical hemodynamic response function (HRF, Fig. 1.1b) is the
most often used IRF for the BOLD signal delay modeling [14, 73, 75, 121, 123, 124,
127, 128, 141, 142, 143, 148, 153, 164, 177, 181, 183, 187, 221]. However, linear
combinations of hemodynamic response basis functions [61] better accounts for dif-
ferences in HRF shape and timings across subjects and brain areas [97, 131, 144, 178].
Alternatively, HRFs may be estimated in a data-driven manner by deconvolution of
the EEG and fMRI time courses [23, 46, 215]. Accounting for different IRFs may
be useful since the IRF shape differs depending on the fMRI voxel location [45, 46],
and the frequency band of the EEG signal that it is related to [23, 45, 46, 144]. Or
even within a fMRI voxel location due to hemodynamic changes, including those
that results from focal epilepsy [97, 131, 178].

Beside the question of the IRF’s proportions, the EEG signal processing into 𝑒

form (eq. 1.46) becomes much more fundamental problem because we need to fulfil
two basic conditions:

1. Transform the raw EEG signal onto comparable form with the BOLD signal.
2. Still keep the advantage of better EEG’s temporal resolution inside a trans-

formed signal, although it was down-sampled onto fMRI timings.
Previously most often used transformations of raw EEG signal to the latent 𝑒

form can be divided at two distinct groups. The 1𝑠𝑡 approach, initially used for EEG
triggering [117, 211] and often implemented on task data, emphasizes the detection
of previously defined EEG waveform shapes (i.e. graphoelements), including evoked
or event-related potentials (EPs or ERPs) [14, 50, 51, 140, 142, 152, 156] or epileptic
spikes [82, 130, 209]. Sometimes EEG source reconstruction (projecting the scalp
EEG signal into brain’s volume) is used for the fusion within the LORETA algorithm
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Fig. 1.8: Basic transformation of raw EEG signal into the latent 𝑒 form: via spectral
power fluctuations for the single electrode lead.

(low resolution brain electromagnetic tomography) [156, 166, 209], sometimes paral-
lel ICA is estimated when the parameters of the mixing matrix 𝐴 (eq. 1.12) are influ-
enced by both signals simultaneously during optimizing process [50, 51, 152], some-
times ERPs are compared with dynamics of independent fMRI functional netwroks
[140, 142]. The rest of fusion approaches using predominantly multiple regression
analysis between the signals (e.g. [14, 82, 130]).

The 2𝑛𝑑 most common approach (which is in the scope of the current thesis) is
to integrate EEG spectra with fMRI BOLD signal [23, 45, 46, 73, 75, 81, 108, 121,
123, 124, 126, 127, 128, 141, 143, 144, 145, 148, 153, 168, 177, 181, 183, 184, 187,
215, 221]. The simplest idea of raw EEG signal transformation into the latent form
𝑒 characterizing the EEG spectra can be described within the block diagram in Fig.
1.8 for the single electrode lead. That idea was used in initial EEG-fMRI fusion
studies (2002-2003) predominantly investigating coupling between absolute EEG 𝛼-
band5 power and the BOLD signal [73, 127, 128, 153], and keeps not-changed until
the most recent articles (2015-2017) already investigating the whole EEG frequency
range [123, 221]. Although the basic principle has not changed, there is several ways
how the analysis can be performed and how the final results can be influenced and
interpreted.

Within the initial studies, the single electrode outputs of fixed frequency band
of interest were averaged over set of electrodes of interest, and voxel-wise correlated
[73] or regressed [127, 128, 153] with the concurrent simultaneously acquired BOLD
signal. The resulting 3D statistical parametric map characterizes the relationship
between the latent EEG signal 𝑒 in each voxel. Since the evidence of stable LSBNs [1,
44] has been noticed in fMRI data, comparison of averaged EEG power fluctuations
of distinct frequency band with BOLD dynamics of LSBNs is the other possible way
for the data fusion, characterizing the p-value of the statistical significance between
both dynamics [81, 141]. Unfortunately for that kind of the EEG processing steps,
the strong inter-subject variability [75] and single-subject temporal in-stability [148]

5𝛼 is the label in the neuroscience literature for the EEG signal’s frequency band of interest,
typically approximately about 8-12Hz.
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Fig. 1.9: Similar EEG-fMRI results for different electrodes of interest: The results
are showing negative coupling between EEG 𝛼-band absolute power and BOLD
signals in the dorsal attention network for O1/O2, C3/C4 and F3/F4 electrodes.
(The picture was borrowed from [127].)

were monitored in EEG-fMRI results. More, it seems that latent EEG signals 𝑒

from different electrodes are highly correlated in original scalp space and bring quite
similar EEG-fMRI results without dependence on choice of electrodes of interest,
as noticed directly within the current doctoral thesis [123] and in-directly within
concurrent study too (Fig. 1.9) [127]. Beside the electrode averaging problem, we
[123] and other researchers [45, 141, 221] are also observing for absolute EEG power
that fluctuations of the latent signal 𝑒 are highly correlated over different frequency
bands.

To overcome all mentioned issues, blind source separation (BSS) techniques
started to be used during EEG signal transformations at the latent form 𝑒. The first
possible implementation with the temporal ICA of the raw EEG signal [92, 138, 194]
is summarized within the block diagram in Fig. 1.10. The current approach was
truly and successfully incorporated within several pure EEG [165], interleaved EEG-
fMRI [222] and simultaneous EEG-fMRI studies [181, 183, 184], although temporal
ICA appears work well for removing eye blink and eye movement artifacts, but
appears less successful in decomposing distinct EEG oscillations measured in the
absence of an explicit task (i.e. during ‘rest’) [94, 134].

In order to isolate distinct EEG oscillations (i.e. signal from signal), a va-
riety of approaches have been developed to decompose real valued or complex
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Fig. 1.10: Transformation of raw EEG signal into the latent 𝑒 form with temporal
ICA: Raw EEG signal is transformed from temporal-scalp space to the temporal
space of orthogonal and independent components with topology scalp projections
(as shown in Fig. 1.5)

valued EEG spectra, or to decompose short distinct raw EEG signals in tem-
poral domain [5, 15, 42, 84, 94, 107, 150, 158, 172, 188, 199, 207]. These ap-
proaches are generally applied to individual subjects data, which requires iden-
tification of similar components across the separate decompositions. In order to
overcome this problem, and in order to aggregate information across the group of
subjects, various multi-subject extensions have been developed and implemented
[20, 22, 23, 41, 43, 52, 87, 88, 116, 137, 143, 144, 173]. All algorithms for BSS
of EEG oscillations are briefly summarized in the sub-chapter 1.3.1 “Blind source
separation of EEG oscilations”.

Despite isolating of distinct EEG oscillations and localizing their sources, we
would like to transform the raw EEG signal into the latent form 𝑒 characterizing
the neuronal activity which would corresponds to the onset of experimental task
design. There already exist some work and hypotheses about that issues and they
are summarized within the sub-chapter 1.3.2 “Task-related variability within EEG
latent form”.

The last sub-chapter of the current chapter is called 1.3.3 Limits of the state of
the art, and improvement proposals, emphasizes the limits of the current state of
the art and designs the solution proposals which are implemented and tested within
the current thesis.

1.3.1 Blind source separation of EEG oscilations

The standard temporal ICA model supposes that the neural activity source comes
from the perfectly synchronized manner within spatially fixed cortical domains. This
assumption might be too strong, as it does not take into account the possible spatio-
temporal dynamics of the underlying neural processes, e.g. propagation of neuronal
activity, traveling wave patterns of activity, or synchronization between different
brain areas with a non-zero phase [5].
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For that reasons, Anemüller et al. (2003) proposed the convolutive ICA of
EEG signals as a complex ICA of different spectral bands. Let 𝑛𝑐 to be number
of channels 𝑐, and 𝑑𝑖(𝑡) to be the measured raw EEG signal in time point 𝑡 where
𝑐 ∈ {1, 2, ..., 𝑛𝑐}. Then, signal’s spectral time-frequency representation 𝑑𝑐(𝑇, 𝜔) can
be expressed with eq. 1.47, where 𝜔 denotes the frequency and 𝑏𝜔(𝜏) expresses the
basis function which extracts the spectral band 𝜔 from the time domain and which
is centered at time 𝑇 [5].

𝑑𝑐(𝑇, 𝜔) =
∑︁

𝜏

𝑑𝑐(𝑇 + 𝜏)𝑏𝜔(𝜏) (1.47)

Hence, the data matrix 𝐷 is transformed from original dimensions 𝐷(𝑛𝑐, 𝑛𝑡)
into dimensions 𝐷(𝑛𝑐, 𝑛𝑇 , 𝑛𝜔). For the short-time Fourier transformation, the basis
function 𝑏𝜔(𝜏) is eq. 1.48, where 𝑙(𝜏) is a windowing function (e.g. Hanning window)
with window length 2𝐾, 𝜏 ∈ {−𝐾, ..., 𝐾 − 1} and 𝜔 ∈ {0, ..., 𝐾} [5].

𝑏𝜔(𝜏) = 𝑙(𝜏)𝑒−𝑖2𝜋𝜔𝜏/2𝐾 (1.48)

For each frequency band 𝜔, the linear mixing model with frequency specific
mixing matrix 𝐴(𝜔) can be written with eq. 1.49 and optimized within some ICA
optimizing algorithm. Annemüller et al. (2003) perforemd complex INFOMAX ICA
algorithm, since they modelled sources 𝑠𝑐(𝑇, 𝜔) with complex random variables with
a circular symmetric non-Gaussian probability density functions [5].

𝐷(𝑇, 𝜔) = 𝐴(𝜔)𝑆(𝑇, 𝜔) (1.49)

With wavelet transforms [179, 180] or Cohen’s classes [38, 39] for time-frequency
transformations, Bernat et al. (2005) built a 2D matrix 𝐷 of dimensions 𝐷(𝑛𝑐, 𝑛𝑇 *
𝑛𝜔) consisting of EEG signal energy over electrodes, time and frequencies. That ma-
trix, they decomposed with PCA and classified the components related to ERP tim-
ings [15]. Hu et al. (2010,2015) presented that those PCs can be decomposed with
time-frequency multiple linear regression at signals related to even-related poten-
tials, event-related desynchronizations and event-related synchronizations [83, 84].

Hyvärinen et al. (2010) built matrix 𝐷 (of same dimensions as Bernat et al.
(2005)) consisting of complex-valued output coefficients of short-time Fourier trans-
form (eqs. 1.47 and 1.48), and implemented the complex FastICA decomposition of
eq. 1.50 [16, 94], where the complex mixing matrix 𝐴 has dimensions 𝐴(𝑛𝑐, 𝑚), the
source matrix 𝑆 has dimensions 𝑆(𝑚, 𝑛𝑇 * 𝑛𝜔) and 𝑚 is a number of decomposed
independent components.

𝐷 = 𝐴𝑆 (1.50)

38



Shou et al. (2012) performed the same single-subject ICA decomposition of high
density EEG data as Hyvarinen et al. (2010) with band-pass filtering (5-30Hz) be-
fore the following ICA. As they are writing, this step incorporation should help to
the ICA algorithm to choose the frequency-specific signals that are related to neural
oscillatory processes, and thus helping the identification of rhythmic brain activa-
tions [188]. Kauppi et al. (2013) used current ICA analysis setting, implemented
the classifier of the outputting ICs based on Spectral Linear Discriminant Analysis
(Spectral LDA) and tested it on MEG data [107]. Congedo et al. (2008, 2010) have
brought a concurrent problem solution with the normative ICA which estimates the
decomposition with approximate joint diagonalization of Fourier cospectral matrices
(AJDC) [42, 43].

All the previous methods belongs to the family of time-frequency analyses and de-
compositions. The spatio-spectral decomposition is the concurrent analysis strategy
able to separate and extract neural oscillations from multi-channel electrophysiolog-
ical recordings. Wu et al. (2010) built a 2D matrix 𝐷 of dimensions 𝐷(𝑛𝑇 , 𝑛𝑐 * 𝑛𝜔)
consisting of complex coefficients from fast Fourier transform of the raw EEG sig-
nal, and estimated group-ICA decomposition (eq. 1.36) of the matrix 𝐷 with eq.
1.51 at aggregated independent spatiospectral patterns in source matrix 𝑆 of di-
mensions 𝑆(𝑚, 𝑛𝑐 * 𝑛𝜔) and components’ aggregated time-courses in mixing matrix
𝐴̂ of dimensions 𝐴̂(𝑛𝑇 , 𝑚) whose back-reconstructed forms were comparable with
simultaneous single-subject fMRI-BOLD signals [215].

𝐷 = 𝐻 = 𝐴̂𝑆 (1.51)

Ramkumar et al. (2012) designed quite similar single-subject spatiospectral ICA
decomposition as Wu et al. (2010) with the difference that they transformed the
spatial information from the scalp space with linear operator to the source space
[172]. Simultaneously, they tested concurrent spatial ICA on source spaced EEG
data, but the spatiospectral ICA of complex coefficients achieved better results [172].

Bridwell et al. (2013) simplified Wu’s et al. (2010) group-ICA spatiospectral
approach, since they used only absolute power of originally complex coefficients.
Over the simplification, they still found frequency dependent relationships with the
simultaneously captured BOLD signal [23]. Bridwell et al. (2016) showed that
WASOBI and COMBI appear to be the best optimizing algorithms from 12 tested
for the spatiospectral ICA and that WASOBI, COMBI, INFOMAX and FastICA
are estimating the largest number of stable sources within real datasets [21].

Bro et al. (1998) introduced the parallel factor analysis (PARAFAC) [24]. Mi-
wakeichi et al. (2004) used it for the direct decomposition of the 3D matrix 𝐷 of
dimensions 𝐷(𝑛𝑐, 𝑛𝑇 , 𝑛𝜔) at orthogonal components with characteristic and unique
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spatial-temporal-spectral pattern for each component [150]. The PARAFAC de-
composition of EEG spectra was several times successfully implemented within the
simultaneous EEG-fMRI data analysis [143, 144, 145]. As the PARAFAC was ini-
tially used only for real values and as complex-ICA exists, the complex-PARAFAC
was derived already in 2000 too [189] (but not-used for EEG data analysis). Since
the PARAFAC represents 3-way array decomposition with dimensions channels-
frequencies-time, van der Meij et al. (2015,2016) presented 4-way array decom-
position with dimensions channels-channels-frequencies-time utilizing cross-spectral
density matrices able to detect between-channel phase coupling [206, 207].

Except blind decomposition of EEG spectra, blind source separation at orthog-
onal or independent time-locked spatiotemporal patterns started to be concurrently
investigated with several different strategies. Kovacevic and McIntosh (2007) used
group-ICA decomposition of short raw EEG trials related to the stimulus timings
[116]. Bridwell et al. (2014) showed that kind of analysis is able to find the ERP
amplitude decreases for schizophrenic patients within the auditory oddball task [20].
Recently, Takeda et al. (2016) designed the algorithm which is estimating the onsets
of the mixture of different spatiotemporal patterns from whole raw records [199].

Eichele et al. (2011) have presented software toolbox called EEGIFT (extending
previous GIFT software optimized for fMRI data) optimized for EEG data group-
ICA analysis of any possible settings, i.e. time-frequency ICA, spatiospectral ICA
or spatiotemporal ICA, with many optimizing methods available (INFOMAX, Fas-
tICA, COMBI, SOBI, WASOBI, etc.)[23, 29, 52]. Lio et al. (2013) tested most of
optimizing algorithms over themselves during group-ICA estimations and written
that the second order statistics based algorithms seems to produce more robust re-
sults than higher order statistics or combine hybrid algorithms [137]. It seems to be
in line with Bridwell’s et al. (2016) conclusions [21].

1.3.2 Task-related variability within EEG latent form

Thu current sub-chapter deals with existing transformations of EEG spectra into
forms whose fluctuations are correlated to the external stimulus vector. Klimesch
(1999) claims that 𝛼-band relative EEG power fluctuations corresponds to the ex-
perimental onsets better than the absolute EEG power fluctuations [110]. Kilner
et al. (2005) proposed the theoretic heuristic approach comparing EEG and BOLD
signals on the level of neuronal activity, since their solution (relation 1.52) expects
that changes in BOLD signal 𝑏 are proportional to neuronal activity 𝑎 which is pro-
portional to changes in root mean square frequency of whole normalized (relative)
EEG power spectrum 𝑝(𝜔) [108]. The character˜indicates variables during increased
activity, while variables without˜represent signal values during rest. The normal-
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ized (relative) EEG power can be more extensively rewritten with standard spectral
density 𝑔(𝜔) with eq. 1.53.

[︃
𝑏̃

𝑏

]︃2

∝ (1 + 𝑎)2 ∝
∫︀

𝜔2𝑝(𝜔)𝑑𝜔∫︀
𝜔2𝑝(𝜔)𝑑𝜔

(1.52)

𝑝(𝜔) = 𝑔(𝜔)∫︀
𝑔(𝜔)𝑑𝜔

(1.53)

Kilner’s et al. (2005) heuristic approach expects that three interconnected pos-
tulates applies for the EEG signal:

1. The envelope of the signal’s spectral density is stable and unchangeable before
and after neuronal activation (Fig. 1.11).

2. The raw signal is more rougher after activation and mean root square frequency
increases (Fig. 1.11).

3. The described changes are consistent over whole frequency range (Fig. 1.11).
Rosa et al. (2010) simplified Kilner’s et al. (2005) theoretic heuristic model at

relation 1.54, when they considered the denominators of relation 1.52 for constant
members. The simplified heuristic model was able to visualize the stimulated pri-
mary visual cortex from simultaneous EEG-fMRI data better than other standard
used approaches utilizing absolute EEG power fluctuations [177].

𝑏̃ ∝
√︃∫︁

𝜔2𝑝(𝜔)𝑑𝜔 (1.54)

Fig. 1.11: The change of EEG spectral density after neural activation: expected by
Kilner et al. (2005); full line - before activation, dotted line - after activation [108].
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1.3.3 Limits of the state of the art, and improvement pro-
posals

It is known that different brain rhythms (frequencies) are dominant for different
cognitive states [26]. Although Miller (2010) experimentally measured the broad-
band spectral changes of local field potentials and their shift to higher frequencies
after activations of neural tissue [149], the basic heuristic model (eqs. 1.52 and 1.54)
[108, 177] neglects the inconsistent changes over different frequencies which are ob-
served e.g. for the EEG 𝛼-band rhythm in comparison to the other EEG rhythms
[111]. So, we are expecting that it is one of the crucial limitation which is tested
within the current Ph.D. thesis.

From the point of view of the statistics and random variable theories, the expres-
sion

∫︀
𝜔2𝑝(𝜔) characterizes truly the mean root square frequency because it is the

2𝑛𝑑 order moment of the random variable 𝜔, since eq. 1.55 applies for the random
variable 𝑥.

𝐸𝑋(𝑥) =
∫︁

𝑥2𝑝(𝑥)𝑑𝑥 (1.55)

But from the point of view of signal processing theory, the function 𝜔2 in the ex-
pression

∫︀
𝜔2𝑝(𝜔) represents the filtering properties emphasizing higher frequencies

of the relative EEG power in front of the power of lower frequencies, as visualized
in Fig. 1.12. But if we admit the possibility that some frequencies could behave
inconsistently to the others, it means that more possible filtering solutions could ex-
ist. And, we are getting from the basic simplified heuristic model (eq. 1.54) to the
generalized spectral heuristic model (eq. 1.56) (which we have proposed within solv-
ing of the Ph.D. thesis [121]) where 𝑔(𝜔) characterizes the general filtering function
(e.g. the 𝛼-band or 𝛾-band6 pass filters as shown in Fig. 1.12).

𝑏̃ ∝
√︃∫︁

𝑔(𝜔)𝑝(𝜔)𝑑𝜔 (1.56)

Implementation of the generalized spectral heuristic model (eq. 1.56), obtained
results, its advances in front of classic absolute power fluctuations in distinct fre-
quency bands, comparison with classic heuristic model and other evaluations with
following discussions are described within the chapter 3. Generalized EEG-fMRI
spectral heuristic model, and bring novel knowledges into EEG-fMRI fusion meth-
ods.

6𝛾 is the label in the neuroscinece literature for the EEG signal’s frequency band of interest,
typically all frequencies over 20Hz.
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Fig. 1.12: Different filter properties for heuristic models [121].

Although the generalized spectral heuristic model allows more spectral patterns
with various dynamic behaviours, it is not still utilizing the advantages of multi-
channel recordings. As in case of classic absolute power fluctuations (e.g. [45,
75, 127]), the averaging over selected electrodes of interest is the most often used
procedure [177, 187]. But that procedure brings very similar results over different
electrode selections as evaluated and described in chapter 3. Generalized EEG-fMRI
spectral heuristic model.

As shown before, the different EEG oscillations with different spectral properties
can have different spatial sources (e.g. [94, 183]). The incorporation of the spatial in-
formation into the generalized heuristic model seems to be the other logical step and
it can be written as relation 1.57 characterizing generalized spatiospectral heuristic
model (which we introduced [121]).

𝑏̃ ∝
√︃∫︁ ∫︁

𝑔(𝑐, 𝜔)𝑝(𝑐, 𝜔)𝑑𝑐𝑑𝜔 (1.57)

Within the current thesis, the estimation of the generalized spatiospectral heuris-
tic model was designed with incorporation of Bridwell’s et al. (2013) decomposition
[23] into independent EEG spatiospectral patterns. Since the decomposition is a
quite novel technique whose stability and relevance has not been tested over set of
different datasets yet, the submitted thesis is evaluating that properties for both de-
compositions (originally used absolute EEG power decomposition, and novelly used
relative EEG power decomposition utilizing the spatiospectral heuristic model). Si-
multaneously, the relevance for the EEG-fMRI data fusion and correspondence of
decomposed signals to the external stimulation timings are evaluated and assessed
too. As the novel knowledges, all the procedures and obtained results are described
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in the best details within the chapter 4. EEG spatiospectral patterns for EEG-fMRI
fusion.

The all main objectives of the submitted Ph.D. thesis are summarized within
the chapter 2. Ph.D. thesis objectives.
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2 PH.D. THESIS OBJECTIVES

The process of the full automatic and well-working EEG-fMRI data fusion which is
single-subject specific is still the not-solved task in the area of the basal research.
The main and crucial objective of the current thesis is to try to design and find
the optimal EEG-fMRI data processing pipeline which would be able to blindly
estimate and visualize the task-related brain networks directly from the captured
data, without any prior knowledge about the stimulus timings inside the analysis
pipeline. For that final goal, the set of listed partial objectives was designed:

1. Select the EEG signal processing strategy which is usable for the blind search
analysis.

2. Design the models for the data fusion which could work better than current
state of the art.

3. Design the evaluation and evaluate the correspondence of obtained results with
experimental external stimulation.

4. On available real simultaneous EEG-fMRI data, estimate the fusion with de-
signed models, with previously implemented methods and compare the results
over the different approaches.

5. Evaluate the designed models and their new contributions to the current
knowledge.

6. Present the obtained results in neuroscience or biomedical engineering journals
with impact factor as two original research papers (at minimum).

7. Share the implemented software libraries as the doctoral thesis attachment.

To the 1𝑠𝑡 of the seven partial objectives, we have limited on EEG signal process-
ing methods utilizing the EEG spectra, since a man need to know the stimulus tim-
ings for ERP estimations in the most of temporal or spatiotemporal decompositions
[14, 20, 116]. It is not necessary for the EEG spectra processing or decomposition.

To the 2𝑛𝑑 of the partial objectives, we have designed the generalized spectral
and spatiospectral heuristic models (eqs. 1.56 and 1.57) [121] which we are testing
and comparing with previous methods within the submitted thesis.

To the rest of partial objectives, they are described and processed in more details
within the following chapters: 3. Generalized EEG-fMRI spectral heuristic model,
4. EEG spatiospectral patterns for EEG-fMRI fusion and 5. Ph.D. thesis outcomes
and conclusions.
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3 GENERALIZED EEG-FMRI SPECTRAL
HEURISTIC MODEL

3.1 Introduction

As summarized within chapters 1. Simultaneous EEG-fMRI data analysis: a brief
state of the art and 2. Ph.D. thesis objectives, the blind visualization of task-related
networks directly from the simultaneous EEG-fMRI data is still not-well known
transformation. The limited number of divergent models and few results verified on
limited number of experiments exist [108, 177, 181, 187]. Since relative EEG power
fluctuations should characterize task-related variability better than absolute EEG
power [110] and since 𝛼-band should have opposite EEG-fMRI coupling than the
other bands [111], we were investigating effect of different power types in distinct
frequency bands (consistent with literature [26]) on final EEG-fMRI results and we
were evaluating the results’ relevance to the external stimulation timings. Except
that effect, we have used different selections of electrodes of interest to see the effect
of that choice.

Beside EEG signal filtration on distinct frequency bands, the classic heuristic
model [108, 177] was used as the other different data processing method. The
similarities and differences between obtained results were quantitatively and qual-
itatively assessed over two datasets with different tasks (visual oddball task and
semantic decision task) within the current chapter.

Simultaneously since we are comparing absolute versus relative power based re-
sults, we are testing if the transformation between absolute and relative power (eq.
1.53) is the linear or non-linear operation over time. If it would be linear the re-
gressed EEG-fMRI SPMs would be similar, otherwise they will differ.

3.2 Materials and Methods

3.2.1 Concept of the method

The experimental fMRI and EEG data were simultaneously acquired during event-
related visual oddball experiment and then jointly analyzed. To enable joint analysis
between both types of data, the EEG data were converted into temporal sequences
of discrete (short-time based, possibly temporally weighted) power values in each of
the 𝛿 (0–4 Hz), 𝜃 (4–8 Hz), 𝛼 (8–12 Hz), 𝛽 (12–20 Hz) and 𝛾 (20–40 Hz) frequency
bands. The temporal resolution of the sequences was given by the repetition of
the fMRI scans (TR). The time series that were obtained this way were then used
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as regressors in the GLM thus enabling the detection of the expected relations
between the local fMRI BOLD activities in individual voxels and the EEG power
series of selected combinations of lead signals in chosen frequency bands. The results,
averaged over the subject group to provide group analysis, are presented as spatial
maps of the found relationships individually for particular chosen parameters (e.g.
selected frequency band, chosen statistical thresholding, different temporal weighting
of the power series, etc.) [123]. The similar analysis was performed with classic
heuristic model (eq. 1.52) [108] simplified as Rosa et al. (2010) did (eq. 1.54) [177]
and the obtained results were compared with results of generalized spectral heuristic
model (1.56) [121], where the generalized functions 𝑔(𝜔) were the above mentioned
band-pass filters.

3.2.2 Visual oddball task and EEG-fMRI acquisition

A visual oddball task was performed by 22 subjects (7 women; age 23 ± 2 years; 1
left-handed man). Informed consent was obtained from all subjects after all of the
procedures were fully explained, and the study received the approval of the local
ethics committee. Three stimulus types were presented randomly to each subject.
Each stimulus consisted of a single yellow uppercase letter shown for 500 ms on
the black background. Inter-stimulus intervals varied from 4 to 6 seconds. A total
of 336 stimuli consisted of targets (letter X, 15%), frequents (letter O, 70%) and
distractors (letters other than X and O, 15%). Subjects were instructed to press
a button held in their right hand whenever the target stimulus appeared and not
to respond to distractor or frequent stimuli. The experiment was divided into four
consequential sessions for each person [19, 123].

The imaging was performed by a 1.5 T Siemens Symphony scanner equipped
with Numaris 4 System (MRease). Functional images were acquired using gradient
echo, echo-planar imaging sequence: TR = 1660 ms; TE = 45 ms; FOV = 250 ×
250 mm; FA = 80◦ ; matrix size = 64 × 64 (3.9 × 3.9 mm); slice thickness = 6
mm; 15 transversal slices per scan. The whole task was divided into four equal runs
of 256 scans and 84 stimuli. An anatomical T1-weighted high-resolution brain scan
(160 sagittal slices, resolution 256 × 256 resampled to 512 × 512, slice thickness =
1.17 mm) was added to the functional data of each subject.

The scalp EEG data, with reference electrode between Cz and Fz electrodes, were
acquired simultaneously during the fMRI scanning by a 30-electrode MR compatible
EEG system (BrainProducts, Germany) with a sampling frequency of 5 kHz [123].
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3.2.3 Semantic decision task and EEG-fMRI acquisition

A semantic decision task was performed by 42 healthy subjects (22 right-handed
men, 2 left-handed men, 18 right-handed women; age 25 ± 5 years). Informed con-
sent was obtained from all subjects after all of the procedures were fully explained,
and the study received the approval of the local ethics committee. The task was
designed with a block stimulation paradigm which elicits robust language network
activation [68]. During the probe block, sentences with semantic error created by
a phonemic exchange (e.g. The cat was chased by fog) were presented randomly
among semantically correct sentences. The sentences were replaced with a series of
the X’s or O’s, (e.g. ‘Xxxx xx xxxx xxx.’) during the control block. Nine control
and eight probe blocks alternated during the experiment. Each block lasted 24s, and
consisted of six different control or probe stimuli presented for 3.5s followed by a
black screen for 0.5s. Subjects viewed the stimuli through a mirror mounted on the
head coil. Responses were not requested from the subjects during the task. After
the session, no subjects reported any problems with reading the sentences [120, 144].

The imaging was performed by a 1.5 T Siemens Symphony scanner equipped with
Numaris 4 System (MRease). High-resolution anatomical T1-weighted MPRAGE
images were acquired (160 sagittal slices, matrix size 256 x 256 resampled to 512 x
512, slice thickness = 1.17mm, TR = 1700ms, TE = 3.96ms, FOV = 246mm, FA
= 15°). Parameters of fMRI acquisition using gradient echo, echo-planar imaging
sequence were: 230 scans, TR = 1850ms, TE = 40ms, FA = 80°, voxel size = 3.9 x
3.9 x 6 mm 3 , no gap between slices, 20 transversal slices. The field of view covered
supratentorial regions.

Simultaneously, scalp EEG data were recorded with a 30-electrode MR compat-
ible EEG system (BrainProducts, Germany). ECG were recorded to remove phys-
iological artifacts from EEG. Signals were sampled at 5 kHz with 0.5𝜇V resolution
for EEG, and 10𝜇V for ECG [121].

3.2.4 EEG and fMRI data preprocessing

EEG preprocessing was done using BrainVision Analyzer 2.0 (BrainProducts, Ger-
many) software. The raw EEG data were corrected for the gradient artifacts [3] and
down-sampled to 250 Hz. Thereafter, the IIR filter with the pass-band of 1 Hz to
40 Hz was applied. Cardiac artifacts were suppressed by mean artifact subtraction.
For the visual oddball EEG data, eye-blinking artifacts were removed using decom-
position by temporal ICA [40, 106] and back reconstruction without the eye-blink
related component, which were chosen according to specific temporal and spatial
topography.
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Fig. 3.1: Block diagram of the EEG Regressor Builder pipeline [123]

FMRI data were preprocessed in the SPM8 (Statistical Parametric Mapping ver-
sion 8, Wellcome Trust Centre for Neuroimaging, UK ). The first preprocessing step
was motion artifact minimization, done by aligning all brain scans with registering
process utilizing linear rigid geometric transformations [99]. Functional images were
co-registered with the high-resolution anatomical image with linear affine geometric
transformations [99]. To enable later group studies, the images were normalized to
the standardized template of the head in MNI1 coordinates with non-linear regis-
trations [60] and re-sampled to 3 × 3 × 3 mm isotropic resolution. Images were
smoothed by an isotropic spatial filter with a Gaussian profile of FWHM2 = 8 mm
to increase the signal to noise ratio (SNR) and to make the random errors more nor-
mally distributed. Finally, the time series of each voxel was filtered to discard the
component of the BOLD signal with time periods longer than 128 s which mostly
contains slow drifts and physiological noise [123].

3.2.5 EEG regressor deviations for the distinct frequency
bands

EEG regressors were calculated with our EEG Regressor Builder software [122]. The
entire process is described below and shown in a block diagram in Fig. 3.1.

Signals measured at the electrodes of interest were selected from the pre-processed
EEG data. Each of these signals was segmented onto TR long epochs with corre-
sponding temporal resolution, where TR is the fMRI repetition time. Each EEG

1Montreal Neurological Institute
2Full Width at Half Maximum
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signal epoch was transformed into the spectral domain by Discrete Fourier Trans-
form (DFT; eq. 3.1).

𝐷𝐹𝑇{𝑓𝑛} = {𝐹𝑘 =
𝑁−1∑︁
𝑛=0

𝑓𝑛𝑒−𝑗 2𝜋𝑘𝑛
𝑁 } (3.1)

The frequency band of interest for a given epoch (𝑇 ) was filtered by zeroing
spectral lines outside the band of interest. The absolute (𝑃𝑎; eq. 3.2) or relative
(𝑃𝑟; eq. 3.3) power values were calculated from each filtered band for every epoch.
The 𝑔(𝑘) is the binary vector with value 1 for 𝑘-th spectral lines belonging to the
frequency band of interest. The analysed frequency range was from 0 (𝑘 = 1) to 40
(𝑘 = 𝑁) Hz divided at typical different frequency bands of interest, i.e. 𝛿(0 − 4𝐻𝑧),
𝜃(4 − 8𝐻𝑧), 𝛼(8 − 12𝐻𝑧), 𝛽(12 − 20𝐻𝑧) and 𝛾(20 − 40𝐻𝑧).

𝑃𝑎(𝑇 ) =
𝑁∑︁

𝑘=1
|𝑔(𝑘)𝐹𝑘(𝑇 )|2 (3.2)

𝑃𝑟(𝑇 ) =
∑︀𝑁

𝑘=1 |𝑔(𝑘)𝐹𝑘(𝑇 )|2∑︀𝑁
𝑘=1 |𝐹𝑘(𝑇 )|2

(3.3)

The power values were calculated for TR-long3 rectangular epoch windows with
its temporal shift TR/2 over time. For re-sampling to the fMRI acquisition tim-
ings, the final vector of EEG power fluctuations was down-sampled with temporal
weighting expressed within eq. 3.4.

𝑃 (𝑇 ) = 1
2𝑃

(︂
𝑇 − 𝑇

2

)︂
+ 𝑃 (𝑇 ) + 1

2𝑃
(︂

𝑇 + 𝑇

2

)︂
; 𝑇 ∈ {0, 𝑇𝑅, 2𝑇𝑅, ..., 𝑛𝑡𝑇𝑅} (3.4)

After temporal weighting, vectors of temporal power changes were convolved
with canonic HRF to respect the similar convolution of the neural events producing
the BOLD signals, as characterized with eq. 1.46. Only valid samples without
convolution edge effects were used. Convolved vectors were then normalized by the
equation 3.5 where 𝜇𝑃 is mean power and 𝜎𝑃 standard deviation of the power vector
[123].

𝑃𝑁(0,1) = 𝑃 − 𝜇𝑃

𝜎𝑃

(3.5)

3.2.6 Experiments with visual oddball EEG data

In order to determine the sensitivity of the regressor calculation to the task-related
variability with respect to the choice of the above and below mentioned parameters,

3TR is the repetition time of fMRI scanning.
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the EEG regressors were calculated for several types of parameter settings, and
the influence on the resulting group statistical parametric EEG-fMRI maps was
monitored. The studied parameters were electrodes of interest, frequency bands of
interest and types of power values (absolute/relative).

The regressors were calculated for the following parameter combinations: three
groups of electrodes (O1-O2-Oz, C3-CP1-CP5 and all 30 electrodes), both types of
power values (absolute and relative), and five frequency bands of interest 𝛿(0–4 Hz),
𝜃(4–8 Hz), 𝛼(8–12 Hz), 𝛽(12–20 Hz) and 𝛾(20–40 Hz). Altogether 30 regressors
were calculated for each subject. The selection of electrodes was substantiated as
follows: O1-O2-Oz electrodes were chosen because primarily the visual cortices were
stimulated during the experiment. C3-CP1-CP5 electrodes are near to the motor
cortices which should be activated in reaction to the target stimulus. The global
signal power is defined by all 30 electrodes [123].

3.2.7 Joint EEG-fMRI analysis

The derived EEG regressors were compared with single-subject fMRI data within
voxel-wise general linear modelling (described in the sub-chapter 1.1 “General Linear
Modelling”) separate for each EEG regressor calculation settings. The model matrix
always looked like that shown in Fig. 3.2 which contains four EEG regressors from
four separate sessions and constant terms in BOLD signals for each session. To
preserve task-related variability in the data, regressors describing the stimulation
event were not used.

Since 30 EEG regressors were calculated for 22 subjects it means that 660 sep-
arate GLM estimations were performed with the SPM8 scripts. For each person,
30 SPMs were estimated. Because the analysis examines only their mutual influ-
ence, one SPM represents 3D correlation map between local BOLD signal and EEG
regressor with a given parameter setting for corresponding subject.

During the second analytical phase, group analyses were estimated from SPMs of
subjects via a one-sample t-test (similar as eq. 1.7 but over group of subjects), always
using (for the whole group) a particular chosen parameter setting for EEG regressor
calculation. The whole analysis output was 30 group-averaged SPMs describing
above mentioned correlations.

3.2.8 Assesment of group-averaged EEG-fMRI SPMs

The purpose of the group results evaluation was firstly to determine whether and to
what degree the temporal EEG power changes are reflected in the fMRI data of a
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Fig. 3.2: Model matrix 𝑋 in visual oddball joint EEG-fMRI analysis: It contains
four EEG regressors and constant members for four separate sessions

visual oddball experiment and how the degree and localization of these correlations
are related to the experiment task.

The secondary monitored effect was the effect of parameters in EEG regressor
calculation on the resulting group SPMs. The results of the group analysis, in the
form of the 3D maps of correlation, were assessed with visual inspection and based
on not-normalized mutual information between final group SPMs with different pa-
rameter setting during EEG regressor calculations.

Different parameter analysis settings (e.g. frequency band, power value,...) can
bring different or similar resulting group activation maps. The assessment of sim-
ilarity of topology of group activation maps with different parameter sittings was
based on joint histogram with 8-bit coding and not-normalized mutual information
(MI) [99] between two different 3D activation maps. The maps were reshaped to
form 1D vectors and MI was then calculated between them according to eq. 3.6
where 𝐼𝐴𝐵 is mutual information, 𝐻𝐴 is entropy of activation map A, 𝐻𝐵 is entropy
a activation map B and 𝐻𝐴𝐵 is joint entropy of both maps [99, 123].

𝐼𝐴𝐵 = 𝐻𝐴 + 𝐻𝐵 − 𝐻𝐴𝐵 (3.6)
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3.2.9 Assesment of task-related variability in EEG regres-
sors

The assesment was performed with GLM (eq. 1.1) optimized with LMS algorithm
(eq. 1.2). EEG regressors for different parameter settings were in matrix 𝑌 and the
model signals in matrix 𝑋 were the stimulus vectors with convolved canonical HRF.
Group analyses across subjects were performed via one sample t-tests separately for
each type of stimulation [123].

3.3 Results

3.3.1 Absolute versus relative power EEG-fMRI results

Within the current subsection, all mentioned results were obtained only from visual
oddball dataset. The semantic decision dataset was not investigated for observing
of the same result properties. Figure 3.3 visualize that different group SPMs are
obtained with absolute and relative EEG power regressors with the same setting
of other parameters (frequency band of interest, electrode selection). It indicates
that relative power provides different information about brain activity than that
conveyed by the absolute power [123].

Figure 3.4 shows that the relative EEG power in different frequency bands of
interest correlates with the BOLD signal in different brain areas when other pa-
rameters (type of power value, electrode selection) are identical. Relative 𝛿 band
and relative 𝛼 band depict similar activation map with 2 differences: positively
correlated clusters with BOLD signal for relative 𝛿 band are negatively correlated
for relative 𝛼 band and vice versa. Relative 𝛼 band has higher t-values in SPMs
opposite to the relative 𝛿 band [123].

Figure 3.5 illustrates the positive and negative correlations of the absolute EEG
power with the BOLD signal for all five frequency bands of interest. Based on visual
inspection, it seems that absolute EEG power correlates in very similar way across
different frequency bands and contains some broad spectrum component which is
mostly represented in 𝛼, 𝛽 and 𝛾 frequency bands, less but still in 𝛿 and 𝜃 bands
[123]. In comparison with figure 1.9, it seems that Laufs et al. (2003) [127] obtained
very similar results for 𝛼 band on resting-state dataset.

Except visual inspection, the resulting SPMs were compared with mutual infor-
mation coefficients (MICs). As you can see in figure 3.6, the linear trend between
different EEG-fMRI SPMs starts to be observable in mutual histograms since the
MIC is higher than 0.75.
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Tab. 3.1: MICs between EEG-fMRI SPMs over different power types and frequency
bands: O1-O2-Oz electrodes of interest; On diagonal, there are entropies of given
SPMs. Except the diagonal, values higher than 0.75 are highlighted in bold [123].

Absolute power Relative power
𝛿 𝜃 𝛼 𝛽 𝛾 𝛿 𝜃 𝛼 𝛽 𝛾

4.62 1.15 0.48 0.77 0.70 0.47 0.55 0.49 0.40 0.52 𝛿

4.79 0.52 0.85 0.66 0.40 0.78 0.49 0.37 0.55 𝜃

4.68 0.80 0.69 0.40 0.36 0.49 0.33 0.48 𝛼 Abs. p.
4.67 0.82 0.33 0.43 0.39 0.30 0.56 𝛽

4.59 0.32 0.36 0.37 0.33 0.35 𝛾

4.35 0.41 0.99 0.38 0.30 𝛿

4.49 0.62 0.30 0.35 𝜃

4.70 0.36 0.33 𝛼 Rel. p.
4.04 0.30 𝛽

4.32 𝛾

MICs in table 3.1 truly confirm that all three properties observed with visual
inspection applies. The EEG-fMRI SPMs of different frequency bands share higher
mutual information for absolute EEG power than for relative EEG power where
the values are much lower. Other words, EEG-fMRI SPMs trully differs for relative
power over different frequency bands (except relative 𝛿 and 𝛼 bands where the
similarity was observed). And finally the third property, all absolute and relative
EEG-fMRI SPMs differ mutually, except absolute and relative 𝜃 bands.

Both evaluations (the visual inspection and MICs in table 3.2) confirm, that
different selection of electrodes of interest does not affect and does not change the
final group-averaged EEG-fMRI results.

Fig. 3.3: Correlations between BOLD signal and EEG power fluctuations in 𝛼 band
for all 30 electrodes of interest (p < 0.001 uncorrected) [123].
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Fig. 3.4: Correlations between relative power values of EEG and BOLD signal for
𝛿, 𝜃, 𝛼 and 𝛾 band from O1-O2-Oz electrodes (p < 0.001 uncorrected; for relative
𝛽 band, statistically significant clusters were not observed) [123].

The GLM between EEG regressors and stimulus vectors with following group-
averaging t-test indicates that relative EEG power consist more task-related vari-
ability than absolute EEG power (table 3.3). That means that heuristic approaches

Fig. 3.5: Correlations of absolute power values with BOLD signal (O1-O2-Oz elec-
trodes, p < 0.001 uncorrected) [123].

55



Fig. 3.6: Mutual histograms for different MICs between different group-averaged
EEG-fMRI SPMs.

should be more usable for visualization of task-related networks from EEG-fMRI
data than absolute EEG power fluctuations. Since classic heuristic model (eq. 1.54)
[108, 177] assumes only one possible solution in relative EEG power filtration (Fig.
1.12) and since we have found heterogeneous EEG-fMRI SPMs for different fre-

Tab. 3.2: MICs between EEG-fMRI SPMs over different electrodes of interest: 𝛼

band; On diagonal, there are entropies of given SPMs. Except the diagonal, values
higher than 0.75 are highlighted in bold [123].

Absolute power Relative power
O1-O2-Oz C3-CP1-CP5 30-electrodes O1-O2-Oz C3-CP1-CP5 30-electrodes

4.68 1.00 1.16 0.49 0.38 0.40 O1-O2-Oz
4.59 1.52 0.40 0.35 0.36 C3-CP1-CP5 A.p.

4.73 0.42 0.37 0.40 30-electrodes

4.70 0.89 1.03 O1-O2-Oz
4.62 1.38 C3-CP1-CP5 R.p.

4.77 30-electrodes
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Tab. 3.3: The relationship between task-related regressors and EEG-derived regres-
sors: The group t-values show effect of each stimulus type on EEG-derived regressors
derived from all 30 electrodes. The significance level set to p < 0.05 uncorrected.
Significant t-values are highlighted in bold [123].

Stimulus Absolute power Relative power
𝛿 𝜃 𝛼 𝛽 𝛾 𝛿 𝜃 𝛼 𝛽 𝛾

Target 3.89 5.25 1.81 2.84 0.76 3.07 4.76 -5.13 -2.69 -4.79
Frequent 1.10 0.54 0.14 0.42 -0.88 2.09 -0.26 -2.12 -0.65 -2.69

Distractor 1.42 1.59 -0.47 0.61 -0.42 2.09 1.99 -4.01 -0.56 -3.02

quency bands of relative EEG power, generalized spectral heuristic model (eq. 1.56)
could be more accurate for task-related network visualizations. Results of testing
this hypothesis are included within the following sub-chapter 3.3.2 “Classic versus
generalized spectral heuristic model”.

3.3.2 Classic versus generalized spectral heuristic model

Visual inspection and MICs were used for evaluations of similarities and differences
between EEG-fMRI SPMs estimated with classic heuristic model or with some fre-
quency band of interest of relative EEG power (i.e. generalized spectral heuristic
model [121]). The assessment was performed on both datasets (visual oddball and
semantic decision tasks).

Figure 3.7 illustrates the EEG-fMRI SPM for classic heuristic model (eq. 1.54)
on visual oddball dataset and it seems to be the most similar to the result of relative
𝛾 band (Fig. 3.4). Such observation is consistent with the fact, that both filters
reach maximal gain in the same frequency range 20-40Hz (Fig. 1.12). Activated
supra-thresholded sensory-motor cortices are truly contralateral to the right-handed
pushed button on target stimuli [121]. That brain network can be considered as
task-related based on relative 𝛾 band results (Tab. 3.3 and Fig. 3.4). Mutual
information coefficients (Tab. 3.4) confirm the conlusion that the classic heuristic
model result is the most similar to the relative 𝛾 band result.

Except sensory-motor network, relative 𝛿 and 𝛼 band patterns demonstrate task-
related visual network to be activated (Fig. 3.4 and Tab. 3.3). Classic heuristic
model is insensitive to that network. Other words based on visual oddball data
results, the generalized spectral heuristic model is able to visualize more task-related
networks than classic heuristic model.
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Fig. 3.7: Group EEG-fMRI SPMs for classic heuristic model from visual oddball
task data (p<0.001 uncorrected) [121].

Tab. 3.4: MICs between EEG-fMRI SPMs over different frequency bands and classic
heuristic model for visual oddball task: all 30 electrodes of interest; On diagonal,
there are entropies of given SPMs. Except the diagonal, values higher than 0.75 are
highlighted in bold [121].

𝛿 𝜃 𝛼 𝛽 𝛾 HM

4.28 0.49 1.10 0.48 0.48 0.70 𝛿

4.26 0.70 0.33 0.38 0.64 𝜃

4.56 0.43 0.43 0.65 𝛼

3.88 0.45 0.51 𝛽

4.32 0.98 𝛾

4.45 HM

In confrontation to that conclusion, visual inspection of semantic decision data
results present much lower diversity in differences of EEG-fMRI results over different
frequency bands (Fig. 3.8). Beside relative 𝜃 band, all other bands and heuristic
model could visualize the stimulated visual network [121]. Although the diversity
is lower, the matrix of MICs (Tab. 3.5) has same properties as the same matrix for
visual oddball task (Tab. 3.4).
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Tab. 3.5: MICs between EEG-fMRI SPMs over different frequency bands and classic
heuristic model for semantic decision task: all 30 electrodes of interest; On diagonal,
there are entropies of given SPMs. Except the diagonal, values higher than 0.75 are
highlighted in bold [121].

𝛿 𝜃 𝛼 𝛽 𝛾 HM

4.46 0.21 0.89 0.56 0.52 0.72 𝛿

4.11 0.30 0.26 0.26 0.27 𝜃

4.49 0.48 0.44 0.58 𝛼

4.24 0.49 0.65 𝛽

4.32 1.29 𝛾

4.40 HM

(a) (b) (c)

(d) (e) (f)

Fig. 3.8: Group-averaged EEG-fMRI SPMs for semantic decision task in slices
[−63 − 28 22]𝑀𝑁𝐼 and [−60 4 2]𝑀𝑁𝐼 between the BOLD signal and (a) relative 𝛿

band; (b) relative 𝜃 band; (c) relative 𝛼 band; (d) relative 𝛽 band; (e) relative 𝛾

band; (f) classic heuristic model (p<0.001 uncorrected) [121]
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3.4 Discussion

3.4.1 Visual oddball data results

Presented poor effect of the averaging over different electrode selections on final
group EEG-fMRI results is consistent with previous De Munck’s et al. (2009) ob-
servations [45].

Mantini et al. (2007) and De Munck et al. (2009) have already observed on
resting-state datasets the broad band character of absolute EEG power correlating
similarly with BOLD signal [45, 141]. Our results are extending the knowledge about
the information, that the component is present whether the subjects are externally
stimulated or are not. Except these studies and our results (Fig. 3.5), it is clear
that Laufs et al. (2003) [127] recorded also this broad band component effect (Fig
1.9) when they regressed absolute 𝛼 band power in BOLD signal, they only did
not know it in that times. Except broad band negative correlations corresponding
to Laufs et al. (2003) results, we are observing positive correlations between EEG
absolute power and BOLD signal in insular structures which Goldman et al. (2002)
[73] presented before. Positive correlations in thalamus were not found, although
Goldman et al. (2002), Moosmann et al. (2003) and Gonçalves et al. (2006) pre-
sented it [73, 75, 153]. Altogether the comparison denotes that the broad spectrum
character of absolute EEG power does not describe the activity associated with the
experiment in the BOLD signal, but probably it shows a task-unrelated network,
which is alluded in both resting-state and oddball studies [141, 142], and which is
active in the waking state whether the subject’s eyes are open or closed [123].

Physiological interpretation of relative EEG power correlations can be divided
into three groups [123]:

1. primary stimulated primary and secondary visual cortices observed for 𝛼 band
pattern and partly also for 𝛿 band (Fig. 3.4)

2. lateralized secondary stimulated sensory-motor and motor cortices observed
for 𝛾 band pattern (Fig. 3.4) and classic heuristic model (Fig. 3.7)

3. deep centers of the brain observed for 𝛼 band pattern (Fig. 3.4)

3.4.2 Semantic decision data results

Although we are observing similar properties of the relative power results over both
examined datasets (Tabs. 3.4 and 3.5), semantic decision dataset results are quite
speculative. The result diversity over different frequency bands is lower than for
visual oddball data. And, we did not find activations in stimulated speech cortices
(Broca’s and Wernicke’s areas), found to be positively correlated with fMRI analysis
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without EEG on same dataset [121] and be correlated with EEG spectra decomposed
with Parallel Factor Analysis (PARAFAC) on the same dataset [144].

Since the most of activation is observed in visual network and since the eye-
blinking artifact (with expected broad band character) was not filtered out from
the semantic decision EEG data, it is possible that current EEG-fMRI results were
distorted by that artifact. Although the actual results are possibly distorted, the
keeping the eye-blinking artifact within one EEG dataset had its justification, as you
will read in following chapter 4 “EEG spatiospectral patterns for EEG-fMRI fusion”,
where we have tested if spatiospectral group-ICA is able to isolate the eye-blinking
artifact into one separate component and filter it out from physiological EEG sources
(e.g. PARAFAC decomposition of EEG spectra was able to do it [144]).

To repair actual state in actual analysis, my bachelor student Lukáš Dobiš is
working on his bachelor thesis "Effect of eye-blinking artifact on results of simulta-
neous EEG-fMRI data fusion" under my supervision in the current academic year.
So, next year new actualized and improved results can be expected.

3.4.3 Classic or generalized spectral heuristic model?

The classic heuristic model (eq. 1.54) seems to be sensitive to the very similar EEG
signal properties as relative 𝛾 band pattern (Tabs. 3.4 and 3.5) and insensitive
to the properties characterized by relative 𝛼 band pattern in visual oddball data
(Figs. 3.4 and 3.7). Since the results of relative 𝛼 band pattern are potentially
also task-related (Tab. 3.3), it can be expected that generalized spectral heuristic
model (eq. 1.56) [121] can visualize more physiological task-related networks than
classic heuristic model [108, 177]. Evaluations and assessments based on semantic
decision data would be more possible and relevant, when the EEG-fMRI results will
be known from the data with removed eye-blinking artifact.

Approximately in the same time, when we were performing experiments and
published some of results described within the current chapter, Sclocco et al. (2014)
[187] presented full spectral heuristic model (eq. 3.7).

𝑏̃ ∝
√︃∫︁

𝜔2𝑔(𝜔)𝑝(𝜔)𝑑𝜔 (3.7)

The equation expect both filtering functions (Fig. 1.12), i.e. the fixed frequency
in square 𝜔2 as in eq. 1.54 and variable filtering function 𝑔(𝜔) as in eq. 1.56. The
comparison of our results with this more generalized model should be done in the
future.
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3.4.4 Current study limits and possible future work

One of important limitations of the current study is that all validations of task-
related variability were more targeted on spatial pattern similarity of EEG-fMRI
GLM and the temporal coherence of signals was not considered [123].

Another limitation is that fixed canonical HRF was used across whole EEG
frequency range. In recent years, it has been showed with different analysis methods
that although the amplitude time delay is consistent, the impulse response function
(IRF) between EEG and BOLD signal differs with respect to frequency band of
interest [23, 46]. In the future work, it might be more beneficial to calculate with
different IRFs or to deconvolve IRFs between task-related regressors and BOLD
signal [123].

As it was shown here and also in previous publication [45], the averaging over
electrode selection has not probably crucial effect on group SPM results. It seems
that EEG signal decomposition on independent components as in [23, 94, 184] could
be more beneficial for signal processing during the following analyses [123]. How
to utilize the spatiospectral heuristics (eq. 1.57) [121] into the EEG-fMRI analy-
sis will be described and presented within the following chapter chapter 4 “EEG
spatiospectral patterns for EEG-fMRI fusion”.

Within the future research, the generalized spectral heuristic model (eq. 1.56)
should be compared with Sclocco’s et al.(2014) full spectral heuristic model (eq.
3.7). This missing comparison definitely limits current thesis.

All presented results and conlusions should be once more revalidated on semantic
decision dataset, when the eye-blinking artifact will be suppressed in raw EEG data.

3.5 Conclusion

The conclusions are predominantly declared based on visuall oddball data results,
since the semantic decision data results were possibly damaged by the eye-blinking
artifact.

The visual oddball data results show that the absolute and relative EEG powers
are indicators of different brain processes, and that they are associated differently
with fMRI data. From that point of view transformation between absolute and rel-
ative EEG power fluctuations can be considered as non-linear operation. While the
absolute power showed dominantly a broad spectrum component in task-unrelated
networks, the relative power showed activity in the visual, sensory-motor, and mo-
tor networks. Simultaneously it has been showed that relative power describes the
task-related activity better than absolute power and that it is able to suppress the
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broad spectrum component. From this point of view, it has been shown that rela-
tive EEG power appears to be a better indicator of task-related activations for joint
EEG-fMRI analysis [123].

Matrices of mutual informations between EEG-fMRI SPMs of different heuris-
tic models has similar structure over both tested datasets. Classic heuristic model
visualized similar EEG-fMRI SPMs which are observed with generalized spectral
heuristic model for 𝛾 frequency band. More on visual oddball data, the generalized
spectral heuristic model demonstrated task-related visual network for 𝛼 band pat-
tern, which were not observable with the classic heuristic model. From that point
of view, generalized spectral heuristic model was able to see more task-related net-
works and should be preferred because of that before the classic model, since the 𝛾

band pattern is able to see similar activations as the classic model.
The current analyses and experiments brought two main novelties into the cur-

rent state of the art. Relative EEG power could be more usable in task-related net-
works visualizations from simultaneous EEG-fMRI data. And, generalized spectral
heuristic model could visualize more task-related networks than the classic model.
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4 EEG SPATIOSPECTRAL PATTERNS
FOR EEG-FMRI FUSION

4.1 Introduction

As it results from previous chapter 3 “Generalized EEG-fMRI spectral heuristic
model”, the averaging over different electrodes of interest does not change signifi-
cantly the final group-averaged EEG-fMRI results. To utilize the spatial informa-
tion from EEG better, we have started to work with novel blind source separation
technique (BSS) called spatiospectral group-ICA (eq. 1.51) presented by Wu et al.
(2010) and Bridwell et al. (2013) [23, 215]. Since different ICA algorithms with fol-
lowing group classifications of patterns present success rate of stable patterns lower
than 40% [91, 93], we have first examined the stability of the group EEG spatiospec-
tral estimates over three different simultaneous EEG-fMRI datasets which we had
available (visual oddball, semantic decision and resting-state paradigms).

Since we have got much higher stabilities than previously obtained classifiers, the
fusion of stable independent EEG spatiospectral pattern fluctuations with BOLD
signal was the following step and is in scope of the following text.

Except the stability of spatiospectral estimates and their fusion with fMRI data,
we were observing and testing, whether spatiospectral group-ICA of EEG signal
is able to isolate eye-blinking artifact into a separate component and filter it out
from the signal. Similarly as in previous chapter, we are testing the relationships
between spatiospectral pattern fluctuations and external stimulus vectors, if they
were present during the experiment.

4.2 Materials and Methods

4.2.1 Concept of the method

Three experimental fMRI and EEG datasets were simultaneously acquired during
event-related visual oddball, block-designed semantic decision and resting-state ex-
periments and then analysed. Spatiospectral group-ICA belonging to BSS algo-
rithms was used for the isolation of distinct EEG oscillations separately for each
EEG dataset. Single-subject spatiospectral patterns were obtained with following
back-reconstruction from aggregated group averages. All single-subject spatiospec-
tral patterns from all three experiments were clustered using K-means clustering
algorithm and stable EEG spatiospectral patterns were looking for. The stability
was tested for both powers (absolute and relative). The block diagram of the whole
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Fig. 4.1: Block diagram of the EEG spatiospectral pattern clustering pipeline:
from resting-state (RST), sematic decision (SDT) and visual oddball (VOT) EEG
datasets [120]

EEG data processing pipeline is shown in Fig. 4.1, where the matrix 𝐸 is the single-
subject matrix 𝐷 in eq. 1.51 (i.e. before the two-stage PCA, where matrix 𝐷 is
derived).

For the stable spatiospectral patterns, the relationships between their time-
courses (columns in single-subject matrices 𝐴 back reconstructed from matrix 𝐴̂

in eq. 1.51) and stimulus vectors were examined with similar GLM and following
group one-sample t-test as in previous chapter for absolute/relative power fluctua-
tions averaged over electrodes of interest.

And, the time-courses of the stable patterns were fused with fMRI-BOLD signals
via GLMs where variable hemodynamic response functions were modelled to over-
come some limitations rising from the sub-chapter 3.4.4 “Current study limits and
possible future work”. The group-averaged EEG-fMRI SPMs were then estimated
within an one-way ANOVA test.

4.2.2 Visual oddball and semantic decision datasets

Same EEG-fMRI datasets with same acquisition parameters was used as described
within previous subchapters 3.2.2 “Visual oddball task and EEG-fMRI acquisition”
and 3.2.3 “Semantic decision task and EEG-fMRI acquisition”
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4.2.3 Resting-state paradigm and EEG-fMRI acquisition

Fifty healthy subjects participated in a 15 min “resting-state” experiment (30 right
handed men, 20 right-handed women; age 25 ± 5 years). Subjects were instructed
to lie still within the fMRI scanner with their eyes closed, not to think of anything
specific, and not to fall asleep.

The imaging was performed by a 1.5 T Siemens Symphony scanner equipped with
Numaris 4 System (MRease). High-resolution anatomical T1-weighted MPRAGE
images were acquired (160 sagittal slices, matrix size 256 x 256 resampled to 512 x
512, slice thickness = 1.17mm, TR = 1700ms, TE = 3.96ms, FOV = 246mm, FA =
15°).

Functional images were acquired using gradient echo, echo-planar imaging se-
quence: TR = 3000 ms; TE = 40 ms; FOV = 220 × 220 mm; FA = 90°; matrix size
64 × 64 (3.9 × 3.9 mm); slice thickness = 3.5 mm; and 32 transversal slices which
covered the whole brain excluding part of the cerebellum. 300 functional scans were
acquired in 1 continuous session.

Simultaneously, scalp EEG data were recorded with a 30-electrode MR compat-
ible EEG system (BrainProducts, Germany). ECG were recorded to remove phys-
iological artifacts from EEG. Signals were sampled at 5 kHz with 0.5𝜇V resolution
for EEG, and 10𝜇V for ECG.

4.2.4 Equipment and participants over paradigms

The equipment was identical during acquisitions of the three paradigms described be-
low, and the subjects within two paradigms partially overlapped (among the 50 and
42 individuals who participated in the resting state and semantic decision paradigms,
respectively, 29 subjects participated in both). The visual oddball participants were
a separate group of subjects than the other two tasks [120].

4.2.5 EEG and fMRI data preprocessing

The preprocessing steps were the same as in previous sub-chapter 3.2.4 “EEG and
fMRI data preprocessing”. The eye-blinking artifact was not removed from resting-
state EEG dataset, since the subjects had closed eyes.

4.2.6 EEG spatiospectral decomposition

For each session, the preprocessed EEG signal from each lead was normalized such
that the time course was normally distributed 𝑁(0, 1), and divided into 1.66 s (the
shortest repetition time of fMRI scanning TR) epochs without overlap. Each epoch
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was transformed to the spectral domain with fast Fourier transform (FFT), gener-
ating a vector (length = 67) of complex valued spectral coefficients between 0-40Hz.
Complex values were converted to absolute/relative power. The output vector of 67
real absolute/relative power values comprised a 3D matrix 𝐸 with dimensions 𝑛𝑇 ,
𝑛𝑐 and 𝑛𝜔. Dimension 𝑛𝑇 is the total number of EEG epochs (𝑛𝑇 = 540 for RST;
𝑛𝑇 = 255 for SDT; 𝑛𝑇 = 256 for VOT), dimension 𝑛𝑐 is the total number of leads
(𝑛𝑐 = 30) and dimension 𝑛𝜔 is the total number of spectral coefficients (𝑛𝜔 = 67).
The 3D matrix 𝐸(𝑛𝑇 , 𝑛𝑐, 𝑛𝜔) was transformed into a 2D matrix 𝐸(𝑛𝑇 , 𝑛𝑐 * 𝑛𝜔).
Matrix 𝐷 is estimated with two-stage PCA (for more details see sub-chapter 1.2.3
“Data dimensionality reduction with two-stage PCA”) from 𝐸 matrices of all sub-
jects and used as input into group spatiospectral ICA decomposition (eq. 1.51) [23],
returning a group aggregated mixing matrix 𝐴̂ with dimensions 𝐴̂(𝑛𝑇 , 𝑚) and a
group aggregated source matrix 𝑆 with dimensions 𝑆(𝑚, 𝑛𝑐 * 𝑛𝜔). The dimension
𝑚 is the number of set and decomposed independent components [120].

The first stage PCA reduced dimensionality of single-subject matrices 𝐸 at 50
dimensions from original 540 dimensions for RST, 255 for SDT and 256 for VOT. The
second stage PCA reduced the group variability at 20 principal components. Group
spatiospectral ICA was conducted separately for each paradigm and power type,
and the data were decomposed to 𝑚 = 20 independent spatiospectral components.
The PCA data reduction and whole group ICA decomposition were performed using
the GIFT toolbox [29] with the INFOMAX optimizing algorithm [12, 21] (for more
details see sub-chapter 1.2.1 “ICA cost functions and optimizing algorithms”). The
reproducibility of group components was examined using 10 ICASSO itterations
when the cluster quality index (𝐼𝑞; eq. 1.45) evaluated the cluster’s stability [79, 80]
(for more details see sub-chapter 1.2.5 “Model order and stability of ICA”).

The analysis outputs are group-derived aggregated matrices 𝐴̂ and 𝑆 for each
paradigm and separate 𝐴 and 𝑆 matrices generated by back reconstruction against
each individual subject’s data (for more details see sub-chapters 1.2.2 “ICA multi-
subject extension” and 1.2.4 “Back-reconstruction to single subject estimates”). The
spatiospectral matrices 𝑆 were collected across subjects and paradigms for clustering
(separately for each power type), as described below. The relationship between
spatiospectral components/sources and task dynamics were examined by relating
the source time course (i.e. mixing matrix) 𝐴 with the respective stimulus time
course [120].

4.2.7 Clustering of spatiospectral maps across paradigms

For each subject, paradigm and session (4 sessions for VOT data), we have one
matrix 𝑆 with dimensions 𝑆(20, 2010) containing 20 back-reconstructed spatiospec-
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tral patterns. For similarity/dissimilarity assessment of the spatiospectral patterns
across paradigms, we have performed k-means clustering, a conventional algorithm
belonging to multivariate methods for dimensionality reduction. Because we had
50 single-subject 𝑆 matrices for “rest”, 42 single-subject 𝑆 matrices for semantic
decision task and 21×4 = 84 single-subject 𝑆 matrices for visual oddball task, there
are (50+42+84)*20 = 3520 different spatiospectral patterns comprising matrix 𝐶,
with dimensions 𝐶(3520, 2010) as input for k-means clustering. K-means clustering
was performed with Pascual-Marqui et al. (1995) optimizing method [166] with set
40 final clusters. Clustering was repeated 50 times with random initial conditions
and the result with minimal residuals was selected as the final clustering result [120].

After clustering, a few post-processing steps were necessary in some cases: IF a
given cluster consists of spatiospectral patterns from subjects from RST, subjects
from SDT and subjects from VOT; AND IF another cluster contains the same
spatiospectral pattern with subjects from the three paradigms then those 2 clusters
are combined and considered as one final cluster [120].

4.2.8 Assessment of intra- and inter-cluster correlations

The correlation was computed between single-subject, single-session and single-
paradigm spatiospectral patterns within the k-means cluster (intra-cluster correla-
tions) and between patterns of different clusters (inter-cluster correlations). These
correlations were averaged separately within and across clusters to assess the simi-
larity of patterns within clusters compared to across clusters. The mean coefficients
(𝑟) were transformed at t-values (Eq. 4.1), and then respectively at p-values (Eq.
4.2) of statistical significance characterizing the probability if intra- or inter-cluster
components are similar or not (number of samples 𝑛 = 2010). The function 𝐶 in
Eq. 4.2 is the cumulative density function for t-distribution depending on |t|-value
and on the difference between number of samples 𝑛 and degrees of freedom (=1).

𝑡 = 𝑟√︁
1−𝑟2

𝑛−2

(4.1)

𝑝 = 2(1 − 𝐶(|𝑡|, 𝑛 − 1)) (4.2)

4.2.9 Spatiospectral pattern dynamics and stimuli vectors

For each subject, paradigm and session, we have got one matrix 𝐴 with dimen-
sions 𝐴(𝑛𝑇 , 20) containing the back-reconstructed time course of each spatiospectral
component. Relationships between these dynamics and stimulus vector timings (in
matrix 𝑋) were assessed with a single-subject general linear model (eq. 4.3) solved
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with the least mean square algorithm (eq. 1.2) and a continuous group one-sample
t-test for the each stimulus vector as implemented previously [62, 123, 120].

𝐴 = 𝑋𝛽 + 𝜖 (4.3)

4.2.10 Topologies and average spectral densities of stable
spatiospectral patterns

The topology 𝑣𝑧 of each group-averaged 𝑧-th spatiospectral pattern was estimated
with eq. 4.4 as the sum of spatiospectral pattern 𝑆𝑧 over frequencies, normalized to
a mean of 0 and standard deviation of 1 with eq. 4.5, where 𝑣𝑧 is the mean value and
𝜎𝑣𝑧 is variance of the unnormalized vector 𝑣𝑧. The average spectral density 𝑞𝑧(𝜔)
of each 𝑧-th group averaged spatiospectral pattern was calculated with eq. 4.6 as
the averaged sum of 𝑧-th spatiospectral pattern 𝑆𝑧 over channels 𝑐. Its confidence
interval was computed over channels with equations 4.7 and 4.8, where 𝜎𝑞𝑧(𝜔) is the
variance of the spectral density for each frequency 𝜔.

𝑣𝑧(𝑐) =
𝑛𝜔∑︁

𝑛=1
𝑆𝑚(𝑐, 𝑛) (4.4)

𝑣𝑧𝑁(0,1) = 𝑣𝑧 − 𝑣𝑧

𝜎𝑣𝑧

(4.5)

𝑞𝑧(𝜔) = 1
𝑛𝑐

𝑛𝑐∑︁
𝑘=1

𝑆𝑧(𝑘, 𝜔) (4.6)

𝜎𝑞𝑧(𝜔) = 1
𝑛𝑐 − 1

𝑛𝑐∑︁
𝑘=1

(𝑆𝑚(𝑘, 𝜔) − 𝑞𝑧(𝜔)) (4.7)

𝑞𝑧 ∈ ⟨𝑞𝑧 − 2
√︁

𝜎𝑞𝑧 ; 𝑞𝑧 + 2
√︁

𝜎𝑞𝑧⟩ (4.8)

4.2.11 EEG-fMRI GLM with variable HRFs

Relationships between fMRI voxel time courses and spatiospectral map time courses
(columns in individual 𝐴 matrices) were examined using the GLM (eq. 1.1) [62]
with the individual time course convolved with the canonical HRF (regressor 1),
convolved with the 1𝑠𝑡 temporal derivative of the HRF (regressor 2) or convolved
with the 2𝑛𝑑 temporal derivative of the HRF (regressor 3) as in [144]. Using the
canonical HRF and 1𝑠𝑡 and 2𝑛𝑑 temporal derivatives helps account for variability in
the IRF’s shape across subjects, tasks, and voxels.

Separate GLMs were performed for each stable spatiospectral pattern, paradigm
and subject. In addition to the three EEG regressors, the model matrix 𝑋 contained
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a DC component. Regression matrices 𝛽 were estimated over all GLMs with the
ReML algorithm (Restricted Maximum Likelihood) implemented in SPM12 soft-
ware (Wellcome Trust Centre for Neuroimaging, London, UK ) in the MATLAB
programming environment (MathWorks, Natick, USA).

Group-averaged EEG-fMRI results were estimated with a one-way ANOVA test
(implemented in SPM12) of 3 EEG-derived single-subject spatial 𝛽-maps for each of
3 EEG regressors. The 𝛽 weights served as dependent variables in separate ANOVA
tests conducted for each paradigm and spatiospectral pattern, generating group-
averaged spatial EEG-fMRI F-maps. The final F-maps were thresholded at p <
0.001 uncorrected for multiple testing errors (i.e. with a critical absolute F-value of
5.71), and the criteria that clusters contain 100 voxels or more.

4.2.12 Estimation of group-averaged EEG-fMRI IRFs

For each supra-threshold voxel 𝑖, the local EEG-fMRI IRF ℎ𝑖 was estimated with
equation 4.9, where 𝛽𝑖,1 is the group-averaged regression coefficient of the 1𝑠𝑡 EEG
regressor (convolved with the canonical HRF 𝜌), 𝛽𝑖,2 is the group-averaged regression
coefficient of the 2𝑛𝑑 EEG regressor (convolved with 1𝑠𝑡 temporal (𝑡) derivation of
canonical HRF), and 𝛽𝑖,3 is the group-averaged regression coefficient of the 3𝑟𝑑 EEG
regressor (convolved with 2𝑛𝑑 temporal derivation of canonical HRF) as expected
in [61]. The distributions of estimated HRFs were examined across supra-threshold
voxels, separately for each spatiospectral pattern, and paradigm.

ℎ𝑖 = 𝛽𝑖,1𝜌 + 𝛽𝑖,2
𝑑𝜌

𝑑𝑡
+ 𝛽𝑖,3

𝑑2𝜌

𝑑𝑡2 (4.9)

4.3 Results

4.3.1 EEG spatiospectral decomposition

The percent of variance explained in absolute EEG power after dimensionality re-
duction through the 1𝑠𝑡-stage PCA is demonstrated in Fig. 4.2a for the RST dataset,
in Fig. 4.2b for the SDT dataset and in Fig. 4.2c for the VOT dataset. In all three
cases, the first 50 principal components explain about 95% of variability [120]. For
the relative EEG power, the same results are visualized in Fig. 4.2d for the RST
dataset, in Fig. 4.2e for the SDT dataset and in Fig. 4.2f for the VOT dataset. The
explained variability by the first 50 PCs is about 5% lower than for the previous
absolute power.

The 20 independent group EEG spatiospectral components, and their repro-
ducibility over 10 ICASSO estimates are shown for absolute power in Fig. 4.3 for
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(a) [120] (b) [120] (c) [120]

(d) (e) (f)

Fig. 4.2: EEG data dimensionality after 1𝑠𝑡-stage PCA decomposition: (a-c results
for the absolute power; (d-f) results for the relative power

RST data, Fig. 4.4 for SDT data and Fig. 4.5 for VOT data. The most re-
producible component estimates were achieved for the resting-state paradigm (Fig.
4.3b,c) where all cluster quality values were above 0.9. The last 3 or 4 cluster quality
indexes of the least reliable components were between 0.7 and 0.9 for semantic de-
cision (Fig. 4.4b,c) and visual oddball (Fig. 4.5b,c) data. Same results for relative
power are shown in Fig. 4.6 for RST data, Fig. 4.7 for SDT data and Fig. 4.8 for
VOT data. Relative EEG power results have lower cluster stability over ICASSO
runs, since the cluster quality indices (𝐼𝑞) are lower (Figs. 4.6b, 4.7b and 4.8b) than
for absolute EEG power (Figs. 4.3b, 4.4b and 4.5b), and CCA projections are also
less compact (Figs. 4.6c, 4.7c and 4.8c) than for the absolute power (Figs. 4.3c,
4.4c and 4.5c) [120].

Visual inspection among the spatiospectral maps generated across paradigms
(Figs. 4.3a, 4.4a and 4.5a) suggests that similar components may be observed across
all three datasets (e.g. for absolute power: RST com. n. 10, SDT com. n. 14 and
VOT com. n. 17; or RST com. n. 19, SDT com. n. 13 and VOT com. n. 13; or
RST com. n. 16, SDT com. n. 15 and VOT com. n. 15; etc.) [120]. Similar visual
observations you may find also among the relative EEG power components (Figs.
4.6a, 4.7a and 4.8a).
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(a)

(b)

(c)

Fig. 4.3: Absolute EEG power group-averaged independent EEG spatiospectral pat-
tern results for resting-state paradigm: (a) 20 independent spatiospectral patterns;
Spatial distribution of electrodes in matrices is: F7, F3, Fp1, Fz, Fp2, F4, F8, FC6,
FC2, FC1, FC5, T7, C3, Cz, C4, T8, CP6, CP2, CP1, CP5, TP9, P7, P3, Pz, P4,
P8, TP10, O2, Oz, O1. (b) Cluster quality indexes 𝐼𝑞 [80, 136] are indicated in
rank order for each of the 20 components (y-axis). (c) Components were projected
into 2D space using curvilinear component analysis (CCA). Clusters are enclosed by
red convex hulls and grey lines connect similar components. Each of the 20 clusters
represent each of the 20 components (labeled within the plot) [120].
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(a)

(b)

(c)

Fig. 4.4: Absolute EEG power group-averaged independent EEG spatiospectral pat-
tern results for semantic decision paradigm: (a) 20 independent spatiospectral pat-
terns; Spatial distribution of electrodes in matrices is: F7, F3, Fp1, Fz, Fp2, F4, F8,
FC6, FC2, FC1, FC5, T7, C3, Cz, C4, T8, CP6, CP2, CP1, CP5, TP9, P7, P3, Pz,
P4, P8, TP10, O2, Oz, O1. (b) Cluster quality indexes 𝐼𝑞 [80, 136] are indicated in
rank order for each of the 20 components (y-axis). (c) Components were projected
into 2D space using curvilinear component analysis (CCA). Clusters are enclosed by
red convex hulls and grey lines connect similar components. Each of the 20 clusters
represent each of the 20 components (labeled within the plot) [120].
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(a)

(b)

(c)

Fig. 4.5: Absolute EEG power group-averaged independent EEG spatiospectral pat-
tern results for visual oddball paradigm: (a) 20 independent spatiospectral patterns;
Spatial distribution of electrodes in matrices is: F7, F3, Fp1, Fz, Fp2, F4, F8, FC6,
FC2, FC1, FC5, T7, C3, Cz, C4, T8, CP6, CP2, CP1, CP5, TP9, P7, P3, Pz, P4,
P8, TP10, O2, Oz, O1. (b) Cluster quality indexes 𝐼𝑞 [80, 136] are indicated in
rank order for each of the 20 components (y-axis). (c) Components were projected
into 2D space using curvilinear component analysis (CCA). Clusters are enclosed by
red convex hulls and grey lines connect similar components. Each of the 20 clusters
represent each of the 20 components (labeled within the plot) [120].
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(a)

(b)

(c)

Fig. 4.6: Relative EEG power group-averaged independent EEG spatiospectral pat-
tern results for resting-state paradigm: (a) 20 independent spatiospectral patterns;
Spatial distribution of electrodes in matrices is: F7, F3, Fp1, Fz, Fp2, F4, F8, FC6,
FC2, FC1, FC5, T7, C3, Cz, C4, T8, CP6, CP2, CP1, CP5, TP9, P7, P3, Pz, P4,
P8, TP10, O2, Oz, O1. (b) Cluster quality indexes 𝐼𝑞 [80, 136] are indicated in
rank order for each of the 20 components (y-axis). (c) Components were projected
into 2D space using curvilinear component analysis (CCA). Clusters are enclosed by
red convex hulls and grey lines connect similar components. Each of the 20 clusters
represent each of the 20 components (labeled within the plot) [120].
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(a)

(b)

(c)

Fig. 4.7: Relative EEG power group-averaged independent EEG spatiospectral pat-
tern results for semantic decision paradigm: (a) 20 independent spatiospectral pat-
terns; Spatial distribution of electrodes in matrices is: F7, F3, Fp1, Fz, Fp2, F4, F8,
FC6, FC2, FC1, FC5, T7, C3, Cz, C4, T8, CP6, CP2, CP1, CP5, TP9, P7, P3, Pz,
P4, P8, TP10, O2, Oz, O1. (b) Cluster quality indexes 𝐼𝑞 [80, 136] are indicated in
rank order for each of the 20 components (y-axis). (c) Components were projected
into 2D space using curvilinear component analysis (CCA). Clusters are enclosed by
red convex hulls and grey lines connect similar components. Each of the 20 clusters
represent each of the 20 components (labeled within the plot) [120].
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(a)

(b)

(c)

Fig. 4.8: Relative EEG power group-averaged independent EEG spatiospectral pat-
tern results for visual oddball paradigm: (a) 20 independent spatiospectral patterns;
Spatial distribution of electrodes in matrices is: F7, F3, Fp1, Fz, Fp2, F4, F8, FC6,
FC2, FC1, FC5, T7, C3, Cz, C4, T8, CP6, CP2, CP1, CP5, TP9, P7, P3, Pz, P4,
P8, TP10, O2, Oz, O1. (b) Cluster quality indexes 𝐼𝑞 [80, 136] are indicated in
rank order for each of the 20 components (y-axis). (c) Components were projected
into 2D space using curvilinear component analysis (CCA). Clusters are enclosed by
red convex hulls and grey lines connect similar components. Each of the 20 clusters
represent each of the 20 components (labeled within the plot) [120].
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Since we have visually observed similar group-averaged spatiospectral patterns,
we have designed single-subject k-means clustering of the patterns and tested whether
some patterns are really stable over datasets. The obtained results for both power
types are presented within following subchapter.

4.3.2 K-means clustering of the spatiospectral patterns

The k-means clustering was performed separately for each power type with same
algorithm settings. For each power type, the original 3520 dimensions (i.e. 3520
spatiospectral patterns) were reduced to 40 representative cluster centroids. Forty
output clusters were selected after examining the compactness, i.e. 𝜎𝑚𝑐𝑣 (charac-
terizing predictive residual variance with eq. 22 in [166]) and 𝜎𝜇 (characterizing
residual variance with eq. 10 in [166]) of clusters generated with 2–250 output cen-
troids, and identifying the lowest norm at 40 (see Fig. 4.9). The relationships and
distances among the 40 centroids are demonstrated for absolute power within the
dendrogram in Fig. 4.10 [120].

All following results will be shown for the absolute EEG power analysis, until
the relative power will be mentioned. The cluster spatiospectral features were ex-
amined by averaging the patterns separately for each experimental paradigm. These
maps appear similar across the three paradigms in instances where many subjects
contributed clusters to the average maps, as indicated by cluster 39 within Fig.
4.11. The similarity of patterns within a representative cluster was demonstrated
by computing the correlations between spatiospectral patterns within cluster 39
(intra-cluster correlation) and between cluster 39 and the patterns within each of
the other clusters (inter-cluster correlations) (Fig. 4.12). The intra-cluster corre-
lations were significantly larger than zero (t-value: 21.67; p-value: 2.2 · 10−16 ),
while the inter-cluster correlation values did not statistically differ from zero (|t|-
values ranged from 0.21 to 1.85 and p-values ranged from 6.5 · 10−2 to 8.35 · 10−1

respectively) [120].
While the distributions in Fig. 4.12 are symmetric, the mean intra-cluster and

inter-cluster correlation coefficients are indicated within Fig. 4.13a as a summary
of the the original 3520 × 3520 similarity matrix used for k-means clustering. The
figure indicates that the majority of inter-cluster correlation coefficients did not
statistically differ from 0, while all mean intra-cluster coefficients were significantly
larger than 0 (Fig. 4.13b–d).

The Fig. 4.14 demonstrates the full simplified absolute EEG power k-means
clustering result over all three tested paradigms. The simplified result visualization
is shown in Fig. 4.15, where representative spatiospectral map is demonstrated
for each cluster and radial dendrogram projection is included. K-means clustering
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(a) Residuals for the absolute power

(b) Residuals for the relative power

Fig. 4.9: Residual variance (𝜎𝜇; eq. 10 in [166]) and predictive residual variance
(𝜎𝑚𝑐𝑣; eq. 22 in [166]) observed over a range of output cluster numbers. The norm
appears to be the lowest around 40 for each function, thus, we have used 40 output
clusters within the current manuscript [119, 120].
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Fig. 4.10: Dendrogram of 40 clusters for absolute power: The greencircled clusters
are the clusters combined during post-processing described within the Materials
and Methods. The blue-circled clusters are the clusters which were not combined
in post-processing, but were combined post hoc based upon visual inspection of
the spatiospectral patterns. The red-circled clusters are residuals which account for
less than 5% of the single-subject spatiospectral patterns within any experimental
paradigm. [120].

analysis indicates that similar EEG spatiospectral patterns appear across different
tasks. Fifteen clusters (cl. numbers 2, 4, 5, 9, {13; 3}, 16, {17; 27}, {18; 20}, 30, 32,
37, 39) define 12 different spatiospectral patterns which are observable in all tasks,
with more than 89% of subjects from each dataset present within each cluster.
In general, these spatiospectral maps appear consistent with maps generated in
previous studies [21, 23] and appear biologically plausible, demonstrating power
within characteristic EEG frequency bands [120].

The spatiospectral pattern in cluster 27 (4.14) appears to capture eye artifacts,
with peak values appearing over frontal electrodes. This cluster may have separated
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Fig. 4.11: Cluster 39 as an example of the k-means clustering output: The spa-
tiospectral patterns were averaged for each experimental paradigm and cluster. The
number on the upper right (e.g. “S:”) indicates the percentage of subjects who be-
long to the cluster. The spatial distribution of electrodes in each plot is: F7, F3,
Fp1, Fz, Fp2, F4, F8, FC6, FC2, FC1, FC5, T7, C3, Cz, C4, T8, CP6, CP2, CP1,
CP5, TP9, P7, P3, Pz, P4, P8, TP10, O2, Oz, O1 [120].

Fig. 4.12: K-means intra-cluster and inter-cluster correlation coefficients for cluster
n. 39.: The violin plots indicate the distribution of intra-cluster correlations (left-
most plot) and the 22 distributions of inter-cluster correlations (i.e. the distribution
of correlations between the patterns of cluster 39 patterns and the patterns within
the other post-processed clusters, as indicated on the x-axis). [120].

from cluster 17 likely due to different EEG preprocessing steps (i.e. eye-blink artifact
correction applied to VOT but not RST-eye-closed or SDT data). Clusters number
1 and 12 (4.14) consist of components with maximal narrow-band power slightly
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(a) (b)

(c) (d)

Fig. 4.13: Mean intra-cluster (main diagonal) and inter-cluster (below the main di-
agonal) correlation coefficients (a) over the final k-means clusters, the probabilities
[the p values (c), derived from correlations coefficients through t-values (b)] indi-
cating the likelihood that the observed correlations differed from zero by chance
and the supra-thresholded p FWE <0.05 (d). The labels indicate the final cluster
indexes (see Fig. 4.10) [120].

above 30 Hz, and cluster 24 appears to comprise a collection of residual (i.e. unique)
spatiospectral patterns [120].

Two spatiospectral patterns which are observable in all datasets were divided at
six disjunctive clusters where each cluster belongs to one specific dataset. On both
the standard dendrogram (Fig. 4.10) and the radial dendrogram projection (Figs.
4.14 and 4.15), these clusters form 2 different but neighbouring groups and each
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Fig. 4.14: Full absolute EEG power k-means clustering result visualization over all
tested paradigms: The radial dendrogram projection is visualized in the center. The
legend for the descriptive cluster informations are the same as in Fig. 4.11 [120].
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Fig. 4.15: Simplified absolute EEG power k-means clustering result visualization
over all tested paradigms: The legend for the descriptive cluster informations are
the same as in Fig. 4.11 [120].

group corresponds to an unique spatiospectral pattern (cl. numbers {6; 29; 38} and
{19; 22; 33}) [120].

As demonstrated in Figs. 4.14 and 4.15, 21 of 30 clusters characterize 14 dif-
ferent spatiospectral patterns which are observable and relatively stable in all three
datasets. For exceptions, we note that clusters 25 and 31 contain some spatiospec-
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tral patterns which are present only during task, while the patterns of clusters 10
and 15 were present only during “rest” [120].

For the relative EEG power, we have got following k-means clustering results.
Twenty-one of the 40 output clusters were organized into 16 final K-means clus-
ters (Fig. 4.16) whose spatiospectral patterns appear to be of physiological origin.
Thirteen clusters were not included since their patterns consisted of single-frequency
peak which appeared artefactual, and which was not present over the 3 paradigms.
The remaining 6 excluded clusters contained less than 5% of single-subject patterns
of at least one paradigm and are thus considered noise. Twelve of the sixteen pat-
terns derived from relative EEG power were stable over all three paradigms (Fig.
4.16a,b). Of these twelve stable sources, ten appeared visually similar to patterns
that were observed for absolute EEG power (Fig. 4.16a). Two stable 𝛾-band pat-
terns (Fig. 4.16b) were present with relative power but not with absolute power.
One cluster representing 𝛽-band activity (∼20Hz) was present for SDT and VOT
data but not RST (Fig. 4.16c). For the cl. n. 29, the spatial distribution of the
pattern looks identical over paradigms, but the frequency peak within relative power
maps appears to differ across paradigms (Fig. 4.17). Three clusters contained maps
(one 𝜃-band and two 𝛾-band patterns) which were present during RST but not SDT
or VOT (Fig. 4.16d) [119].

4.3.3 Relationships between spatiospectral pattern
time-courses and stimulus vectors

The t-values of relationships between EEG spatiospectral pattern time-courses 𝐴

and stimulus vectors are listed in Table 4.1. Distributions of |t|-values over different
power types are shown in Fig. 4.18. The critical t-values rejecting the null hypoth-
esis, that there is no evidence between compared signals, is 2.1 for p<0.05 uncor-
rected, 3.0 for p<0.05 corrected (FWE correction) and 3.22 for p<0.001 uncorrected
for multiple comparisons. Although significant relationships with stimulus vectors
were found for both power types, there appears to be no statistically significant dif-
ference in the distribution of |t|-values computed between the two (Fig. 4.18). The
difference between absolute or relative power relationships with the stimuli (Fig.
4.18) is 𝑝 < 0.162 based on two-sample t-test between distributions or 𝑝 < 0.150
based on a 10 000 sample bootstrap test. |t|-values are not normally distributed,
since the p-values of one-sample Kolmogorov-Smirnov tests are 𝑝 < 6.1 · 10−14 for
the absolute power and 𝑝 < 1.8 · 10−12 for the relative power [119].

The most of the tests did not reach statistical significance using conservative
corrections for multiple comparisons. And probably, it is more true for the absolute
EEG power than for the relative EEG power (Fig. 4.18). Thus, it is likely that
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Fig. 4.16: Relative EEG power k-means clustering result visualization: The legend
for the descriptive cluster informations are the same as in Fig. 4.11 [119].

the dynamics of EEG’s spatiospectral patterns are a mixture of the task-evoked
neuronal activity and neuronal activity of task unrelated process (e.g. default mode
activity).

For the absolute power, the majority of uncorrected statistical effects appear for
the VOT (higher t-values for 7 patterns from 14 different stable clusters, Table 4.1)
than for the SDT (any higher t-values, Table 4.1). The SDT t-value for the cluster
{17; 27} were not taken into account, since the estimated spatiospectral pattern
contains modulated eye-blink artifact (Fig. 4.14). For the relative power, more
corrected supra-thresholded t-values are observed and togehted with uncorrected
significant effects we have got for VOT 7 higher t-values from 13 stable clusters and
for SDT 1 higher t-value.
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Fig. 4.17: Similar spatial pattern and variable peaks in aggregated relative power of
the cl. n. 29 over paradigms [119].

Tab. 4.1: Relationships between timecourses 𝐴 and stimulus vectors: The black bold
highlighted values are t-values with p<0.05 uncorrected for multiple comparisons.
The green bold highlighted values are t-values with p<0.05 corrected for multiple
comparisons (FWE correction).

Absolute power Relative power
Cl. n. frequent target distractor sentences Cl. n. frequent target distractor sentences

2 -1.13 0.43 -0.52 0.93 1 -0.58 -1.86 0.21 0.08
5 -0.81 1.77 0.31 -0.63 2 -3.74 -1.40 -1.31 -0.05

3;13 -1.45 2.43 0.21 -0.09 4 0.12 0.21 0.40 -2.88
17;27 -2.09 0.24 -2.24 - 5 -0.13 1.14 -1.50 0.76

19;38;6 -0.34 2.37 -0.25 -1.63 14 -3.28 -1.44 -0.97 0.26
22;33;19 -0.27 -0.23 -0.97 -0.25 24 -2.03 2.17 0.01 0.24

37 -1.13 -0.40 0.56 -0.73 29 -0.08 0.57 0.47 0.33
16 -2.47 1.20 -0.83 -0.72 8;23 -1.45 2.46 -0.35 0.01

18;20 0.39 0.39 -1.00 -1.45 34;39 -0.92 2.63 1.30 -0.86
4 1.72 2.62 0.56 -0.86 18;26 -1.01 1.45 -0.43 1.00
32 1.67 0.73 0.12 -1.10 6;28 -4.32 1.04 -1.46 -0.29
30 2.48 0.58 -0.34 -1.87 30;36 2.59 1.82 1.65 -1.67
9 -3.23 -0.52 -0.61 0.21 3 2.06 -0.86 -1.86 0.27
39 -0.17 -0.06 -0.61 0.21

4.3.4 Absolute EEG power topologies and spectral densities

The topographies and spectral densities of the 14 stable spatiospectral patterns
(Fig. 4.19a) appear biologically plausible, with spectral peaks that appear within
characteristic EEG frequency bands. In addition, the spatiospectral patterns gen-
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Fig. 4.18: Relationships between timecourses of stable spatiospectral sources and
stimulus vectors: using absolute and relative EEG power as input to group-ICA
[119].

erally demonstrate similar topographies across the RST and VOT datasets. The
SDT dataset appears corrupted by the eye-blink artifacts as described later. Twelve
out of 14 topographies appear similar between the RST and VOT datasets, while
5 topographies appear similar across all 3 datasets (cl. n. 2, 5, {13; 3}, {29; 38; 6},
{22; 33; 19} and 39).

The independent spatiospectral maps potentially differ due to differences in to-
pography or spectral peak. For example, three independent low 𝛿-band (0-1.5Hz)
patterns (clusters number 2, 5 and {13; 3}) show peak topographic responses over
right temporal regions (cluster 2), left temporal regions (cluster 5), and occipi-
tal/parietal regions (cluster {13; 3}). The high 𝛿-band (1.5Hz-4Hz) and 𝜃-band
(4-8Hz) patterns (cl. n. {17; 27}, {29; 38; 6}, {22; 33; 19}, 37 and 16) are spatially
similar with bilateral peaks located over frontal and fronto-temporal areas, with a
peak decrease around the midline. Cl. n. {18; 20} demonstrates the highest power
within the upper 𝜃-band, but differs in scalp topography across datasets. Three
independent 𝛼-band (8-12Hz) patterns (cl. n. 4, 30 and 32) were present with
spatially different topographies (i.e. central-parietal areas for cl. n. 4, bilateral
occipital areas for cl. n. 30 and right occipital areas for cl. n. 32). The low 𝛽-band
(10-15Hz) pattern (cl. n. 9) differs spatially across tasks and the high 𝛽-band (12-
20Hz) pattern (cl. n. 39) shows peak power around right frontal and fronto-central
areas. In general, the different topographies suggest that the different components
(i.e. different patterns) have spatially different generators.

It is interesting to note that the average power spectral densities overlap for all
three datasets, (see Fig. 4.19a). However, wider confidence intervals were observed
for the SDT tasks compared to the RST and VOT tasks (e.g. cl. {17; 27} or 9).
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(a) absolute power (b) relative power

Fig. 4.19: Scalp topologies of EEG spatiospectral patterns and their average spectral
densities: The shaded regions within the spectral density plots indicate the 95%
confidence interval of the mean for RST (red), VOT (green), and SDT (blue).
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4.3.5 Relative EEG power topologies and spectral densities

The spectral densities of relative power spatiospectral patterns appear to have peaks
with characteristic EEG frequency bands (Fig. 4.19b) similarly as for the absolute
power. Similarities of topologies over all three paradigms is observed for lots of
the stable patterns (Fig. 4.19b). For the most of the patterns, the similarity is
observed at minimum over two paradigms. The 𝛿-band topologies (cl. n. {18; 26},
{34; 39}, {8; 23}) demonstrate to be identical to absolute power topologies (Fig.
4.19). The eye-blinking artifact observed over SDT absolute power topologies seems
to be suppressed in stable relative power topologies. The wide range 𝜃-band pattern
(cl. n. {6; 28}) appears to have the source in middle frontal areas (Fig. 4.19b).
Narrow band low and high 𝜃-band pattern sources (cl. n. 24 and 5) are around the
midline more than for the absolute power (Fig. 4.19). The 𝛼-band (cl. n. {30; 36}
and 4) and 𝛽-band (cl. n. 4 and 14) sources are quite heterogeneous across the
paradigms (Fig. 4.19b). One stable 𝛾-band pattern (cl. n. 29) has similar topologies
over all datasets, only the SDT topology has switched polarity (Fig. 4.19b). The
second stable 𝛾-band pattern has stable source only across VOT and SDT datasets
(Fig. 4.19b). The high 𝛽-band pattern (cl. n. 3) stable only across VOT and SDT
datasets seems to have same source in occipital areas (Fig. 4.19b).

4.3.6 Absolute power EEG-fMRI F-maps and IRFs

FMRI F-maps were generated with the individual EEG spatiospectral time-courses
as regressors (Fig. 4.20 and Appendix A). While 12 of 14 F-maps demonstrate
supra-threshold voxels for the VOT task, 9 of 14 were supra-threshold for RST,
and only 4 of 14 were supra-threshold for SDT. In terms of absolute F-values, the
strongest values were observed for VOT data. The values are lower for the RST and
SDT datasets except for the SDT EEG-fMRI map corresponding to cl. n. {17; 27}.
This pattern appears to reflect eye-blinking artifacts, however, as suggested by Figs.
4.14 and 4.19a. The robust supra-threshold activations in visual cortices (Fig. 4.20)
support the hypothesis that this result is due to shared physiological noise between
the two signals, and not due to relationships between the EEG and fMRI signals
directly. The other 3 SDT supra-threshold maps show similarity with RST and
VOT maps for the corresponding EEG patterns (Fig. 4.20 and Appendix A).

Significant EEG-fMRI activations were observed for the VOT task within sensory-
motor and basal ganglia networks for 5 𝜃-band patterns (similar locations were
present with lower F-values and lower cluster size within the RST and SDT datasets)
(Figs 4.20, Figure 4.21a and Appendix A). EEG-fMRI networks partially overlapped
for 2 𝛿-band (cl. 2 and 5) and low 𝛽-band (cl. 9) patterns (Fig. 4.22 and Appendix
A). The 𝛿-band F-statistic patterns overlapped with the basal ganglia, while the
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Fig. 4.20: Example of supra-threshold group-averaged EEG-fMRI results: for three
different absolute power EEG spatiospectral patterns and RST, VOT and SDT
datasets (p<0.001 uncorrected).

91



(a) Sensory-motor and basal ganglia networks

(b) Attention network

Fig. 4.21: Sensory motor and basal ganglia EEG-fMRI networks observed during
VOT and attention EEG-fMRI networks observed during RST (p<0.001 uncor-
rected).

low 𝛽-band pattern overlapped with the left lateralized sensory-motor areas (i.e.
consistent with the relationship between its time-course and the frequent stimulus
vector, demonstrated in Table 4.1). The 3𝑟𝑑 𝛿-band pattern {13; 3} demonstrates
supra-threshold F-values within the basal ganglia for the RST data.

The independent 𝛼-band patterns (with differing topographies; Fig. 4.19a) cor-
respond with fMRI activity within non-overlapping voxels within the VOT task
(Fig. 4.23). The 𝛼-band pattern of cluster 32 is unrelated to the stimulus tim-
ings (Table 1), despite its association with deactivations in primary visual cortical
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Fig. 4.22: EEG-fMRI group-averaged F-maps for EEG low and high 𝛽-bands: for
RST and VOT tasks, and HRFs derived from supra-threshold voxels (p<0.001 un-
corrected).

fMRI responses (Figs. 4.20 and 4.23a, and Appendix A). The 𝛼-band pattern of
cluster 4 was associated with deactivations within secondary visual cortical fMRI
regions, which are associated with target stimulus timings (Fig. 4.23b, Table 4.1 and
Appendix A). This finding indicates that the 𝛼-band pattern which covaries with
secondary visual cortical fMRI fluctuations may be related to cognitive processes
that are related to processing target stimuli. The 𝛼-band pattern within cluster 30
corresponds with deactivations in sensory-motor cortices, secondary visual cortices
and left superior frontal gyrus, with activations in the default mode network, left
paracentral lobule and right insula (Fig. 4.23c and Appendix A). Results in Table
4.1 indicate that it is related to frequent stimulus timings.
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(a) cluster 32 (b) cluster 4 (c) cluster 30

Fig. 4.23: EEG-fMRI absolute 𝛼-band results: Three different EEG-fMRI networks
from the VOT task generated from three independent EEG spatiospectral 𝛼-band
patterns and their local HRFs estimated with eq. 4.9 from local maximums of the
supra-threshold clusters (p<0.001 uncorrected).

The high 𝛽-band pattern (cl. 39), with consistent topographies across paradigms
(Fig. 4.19a), is associated with supra-threshold F-map activations within the salience
network during VOT. However, results in Table 4.1 indicate that it is unrelated to
stimulus timings (Fig. 4.22). For RST and SDT datasets, we generally observed less
significant, but similar, F-statistic overlays for 𝜃-band patterns compared to VOT.
In addition, within RST we observe F-statistic map activations within the attention
network for the low and high 𝛽-band patterns, the 𝜃-band pattern of cluster {18; 20}
and the 𝛼-band pattern of cluster 32 (see in Figs. 4.23b and 4.22, and Appendix
A).

Fig. 4.20, Fig. 4.22 and the Appendix A demonstrate the distribution of es-
timated HRFs across supra-threshold voxels. From those distributions, Fig. 4.21

94



demonstrates the median-derived HRFs over different spatiospectral patterns for sev-
eral brain networks. Fig. 4.23 demonstrates local HRFs for 3 independent 𝛼-band
patterns from the EEG-fMRI supra-threshold clusters within the VOT dataset.

The VOT HRFs generated from the 𝛼-band patterns primarily demonstrate neg-
ative peaks with similar timings as the canonical HRF (Fig. 4.23). The positive HRF
peaks derived from cluster n. 30 also demonstrate similar timings as the canonical
HRF (Fig. 4.23c).

While VOT mean-derived HRFs with the EEG 𝛿-band components (cl. 2 and
5) demonstrate positive HRF peaks, the RST mean-derived HRFs with the EEG
𝛿-band occipital/parietal components demonstrate negative HRF peaks. Each show
supra-threshold and significant F-statistics within the basal ganglia (Appendix A).

It is interesting to note the discrepancy between the canonical HRF and the
HRF derived from attention network activity during RST (cl. {18; 20}, 9, 32 and
39) (Fig. 4.21b, Fig. 4.22 and Appendix A). These results suggest that the canonical
HRF (i.e. the HRF without its temporal derivatives) is inadequate for capturing the
relationship between those EEG patterns and BOLD-RST data within the attention
network.

4.3.7 Relative power EEG-fMRI F-maps and IRFs

Although we have not investigated the relative power results in such details as ab-
solute power results yet, we have made some observations suggesting that relative
power overcomes the absolute power again. Since the table of relationships be-
tween EEG spatiospectral pattern timecourses and stimulus vectors demonstrate
higher relationships for the relative power (Table 4.1) and since several spatiospec-
tral patterns appear to be stable for both power types (Figs. 4.15 and 4.16), we
have compared EEG-fMRI results for the pattern appearing for both power types
with the highest evidence to the stimulus vectors (Fig. 4.24). On the first view,
it could seems that both powers visualize the same large scale brain network in-
volving sensory-motor cortices and basal ganglia working together. But relative
power results are statistically stronger over almost all observations. The F-values
are higher, the supra-threshold areas are larger (or the amount of supra-threshold
voxels is higher), the evidence to the frequent stimulus is higher and supra-threshold
after correction for multiple comparisons. The estimated impulse response functions
between EEG and fMRI signals appear to be almost the same.

There are two other stable patterns (cl. n. 2 and 14) whose timecourses are
significant to the frequent stimulus after family wise error correction (𝑝𝐹 𝑊 𝐸 < 0.05)
and one cluster (cl. n. {30; 36}) supra-threshold without the correction (p<0.05;
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Fig. 4.24: Absolute versus relative EEG-fMRI results for the low 𝜃-band spatiospec-
tral pattern with the highest evidence to the task: VOT task, both EEG-fMRI
maps threshold at 𝑝𝐹 𝑊 𝐸 < 0.05, the colorbar between F-maps is the same for both
F-maps.

Table 4.1). Their EEG-fMRI associations demonstrate much lower statistical signifi-
cance than previous result and after the family wise error correction almost anything
is supra-threshold.

Other three clusters (cl. n. {34; 39}, {8; 23} and 24; Fig. 4.16) dispose with
significant relationship to the target stimulus with p<0.05 uncorrected for multiple
comparison errors (Table 4.1). Clusters n. {34; 39} and {8; 23} did not show any
significant EEG-fMRI correlates at significance level 𝑝𝐹 𝑊 𝐸 < 0.05. Oppositely, the
cluster n. 24 demonstrate significant EEG-fMRI associations at significance level
𝑝𝐹 𝑊 𝐸 < 0.05 in left-side lateralized sensory-motor networks (i.e. contralateral to
right handed pushed button) and in left Putamen (Fig. 4.25).

Timecourses of the spatiospectral pattern of cluster n. 4 are significantly related
to the sentence stimulus during the semantic decision task (Table 4.1 and Fig. 4.16).
Although we have reported that our SDT EEG data are distorted with eye-blinking
artifact and that it possibly decreases the strength of EEG-fMRI couplings, we are
observing deactivations in Wenricke’s areas (part of the speech cortex reliable for
the speech understanding) after the 𝛼-band pattern (cl. n. 4) increase (Fig. 4.26).
As you can see on the scalp topology, the decrease in 𝛼-band corresponds with
Wenricke’s area location.
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Fig. 4.25: EEG-fMRI results for the 𝜃-band spatiospectral pattern related to the
target stimulus: VOT task, EEG-fMRI F-map threshold at 𝑝𝐹 𝑊 𝐸 < 0.05.

Fig. 4.26: EEG-fMRI results for the 𝛼-band spatiospectral pattern related to the
semantic blocked sentence stimulus: SDT task, EEG-fMRI F-map threshold at 𝑝 <

0.001 uncorrected for multiple comparison errors.

The rest of the relative power based EEG-fMRI results has not examined and
investigated yet (i.e. results for other VOT and SDT stable components, and for all
RST stable components). It is definitely a limit of the submitted thesis, but still we
hope and believe that lots of novelties were presented within all shown results.
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4.4 Discussion

4.4.1 Stable absolute EEG power spatiospectral patterns,
their rhythms and topologies

EEG oscillations are often subdivided into distinct frequency bands which appear
to represent distinct cognitive states (𝛿:0–4Hz, 𝜃:4–8Hz, 𝛼:8–12Hz, 𝛽:12–20Hz and
𝛾 > 20 Hz) [26, 157]. Our results suggest that those bands can be further subdi-
vided by frequency and electrode with data-driven group decomposition of indepen-
dent spatiospectral patterns, and that these patterns are stable across experimental
paradigms [120].

Using the current approach, (i.e. with a high model order), we demonstrate a
more detailed parcellation of EEG sub-bands. The 𝛿-band appears to have four inde-
pendent spatiospectral components (clusters 2, 5, {3; 13} and {17; 27}). The 𝜃-band
was divided into four stable independent mostly narrow-band clusters ({29; 38; 6},
{22; 33; 6}, 16; 37). The maximal 𝛼-band power was observed for three independent
spatiospectral patterns (cl. 4, 30 and 32). The stable 𝛽-band components converged
into two clusters (9 and 39), and broad-band components within the 𝛾-band were
only observed within cluster {1; 12}. The narrow-band components within the 𝛾-
band are likely non-neural in origin, potentially reflecting residual artifacts from the
fMRI environment, as in Mareček et al. (2016) [120, 144].

The number components observed within each frequency band may depend on
the model order (i.e. number of components) in ICA decomposition. For example,
a given component may split into multiple components with a higher model order.
The number of reliable components provides a useful metric for the appropriate
choice of model order, since additional components are less reliably estimated when
the model order is too high [136]. The model orders used within the present study
appear appropriate, since cluster quality values are generally above 0.9, and were
never below 0.7 (Fig. 4.3b, Fig. 4.4b and Fig. 4.5b) [120].

Although the subjects’ groups partially overlapped for the SDT and RST datasets,
the results in indicate that the spatiospectral patterns should be stable also over sub-
jects. This conclusion is supported by three facts. First, the percentile of subjects
belonging to the stable cluster is over 90% on average for all paradigms. Second, the
VOT data involved totally disjunctive group of subjects from both other datasets.
Third, the back-reconstruction of single-subject spatiospectral patterns brings inter-
subject variability into the k-means clustering analysis, which reorganizes the vari-
ability back into relevant, convergent and compact clusters [120].

The 𝛿-band oscillations appear to arise and be modulated by deep brain struc-
tures, and are associated with slow-wave sleep, and some pathologies [113]. We
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identified two bilateral temporal sources in the present study with responses within
these 𝛿-band (Fig. 4.19a, cl. 2 and 5), suggesting they may be related to, or modu-
lated by, activity within the allocortex structures.

Four 𝜃-band spatiospectral patterns demonstrated prominent activity within bi-
lateral frontal or fronto-temporal regions, with activity reduced around the midline
(Fig. 4.19a, cl. {17; 27}, {29; 38; 6}, {22; 33; 19} and 37). Previous experiments
indicate that frontal 𝜃-band oscillations modulate cognitive control [36], especially
during working memory [69, 70, 76, 95, 102, 165, 181, 217]. These components
likely contribute to these functions, although they demonstrate bilateral frontal to-
pographic peaks, instead of the mid-central frontal peak typically observed.

Three independent spatiospectral patterns represent occipital and parieto-occipital
responses within the 𝛼-band (Fig. 4.19a, cl. 4, 30 and 32). For two of the patterns
(cl. 30 and 32), we found that decreases correspond to increases in frontal fMRI
areas, supporting the association with 𝛼-band oscillations and active cognitive pro-
cesses [110, 111].

The low 𝛽-band topologies appear inconsistent across datasets, despite the simi-
larity in their peak frequency (Fig. 4.19a), while the high 𝛽-band topologies appear
to have similar generators (i.e. are consistent across datasets) in right frontal ar-
eas (Fig. 4.19a). This finding indicates that 𝛽-band responses are present for each
paradigm, but the spatial topography of low 𝛽-band components differs more across
paradigms than the high 𝛽-band components.

4.4.2 Absolute power EEG-fMRI associations

Previous fMRI studies reported that different brain’s areas organize into functionally
distinct Large Scale Brain Networks (LSBNs) during the "resting-state" [1, 44, 204]
and during tasks [32, 142, 192]. Comparison of fMRI LSBNs’ dynamics (derived
primarily using spatial group-ICA) with simultaneously acquired EEG shows that
some networks (i.e. ventral attention, core and visual networks) correspond to event
related potential (ERP) amplitudes [140, 142]. In addition, a subset of LSBNs
correspond a subset of EEG power fluctuations [23, 81, 141, 143]. Although the
voxel-wise analysis does not take into account information about LSBN structure,
the supra-threshold maps often organize into these structures for a subset of spectral
responses (e.g. the dorsal attention network associated with broad band EEG power
[123, 127, 128], the default mode network [123, 128, 183], the speech network [144],
the sensory-motor network [121, 123] and the visual network [123, 177]).

In the current study, the voxel-wise GLM between EEG spatiospectral patterns
and BOLD signals revealed supra-threshold F-maps that overlap spatially with sev-
eral LSBNs (e.g. sensory-motor, basal ganglia, visual, default mode, salience and
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attention networks; Fig. 4.20, Fig. 4.21, Fig. 4.23, 4.22 and Appendix A). Although
some similarities were observed over paradigms for some patterns, the most robust
relationships between EEG and fMRI were observed during VOT. This finding may
result due to the greater sample size within this dataset (21 subjects · 4 sessions ·
256 scans) compared to the RST data (50 subjects · 300 scans) or SDT data (42
subjects · 230 scans). Alternatively, these findings are consisted with the robustness
of VOT responses that have been observed within the fMRI and EEG literature,
where responses to rare stimuli engage a series of brain networks specialized for
detecting environmental irregularities.

Impulse response functions between EEG and fMRI-BOLD signals appear mostly
to have similar shape as the canonical HRF with faster peak response than the
canonical HRF (Fig. 4.20, Fig. 4.21, Fig. 4.23, 4.22 and Appendix A). EEG 𝛼-band
responses often demonstrate negative relationships with fMRI, since increase in the
𝛼-band reflect neural disengagement (e.g. inhibition-timings hypothesis [111]) and
a reduced metabolic state.

4.4.3 Stable relative EEG power spatiospectral patterns,
their rhythms, topologies and relation to tasks

Although the stability of spatiospectral group-ICA estimates was lower than for the
absolute power estimates (Figs. 4.3b-4.8b), the k-means clustering algorithm showed
that relative EEG power also consists of linear combination of stable spatiospectral
patterns. Same as for the absolute power patterns, the rhythms of the relative power
patterns are sub-divided at frequency bands (Fig. 4.19b) consistent with previous
observations [26]. The topologies are often similar over datasets and it seems that
SDT patterns are not distorted by eye-blinking artifact in so big volume as happened
for the absolute power patterns (Fig. 4.19).

The 𝛿-band topologies are identical to absolute power 𝛿-band topologies (Fig.
4.19). The midline 𝜃-band topology [36, 165] is more observable in relative power
topologies than in absolute power topologies. The topologies for other higher fre-
quency bands start to be more divergent but still looking physiologically plausible.

As it was expected based on the literature review of previous studies [108, 110,
177, 187], we have confirmed for the novel relative EEG power spatiospectral pat-
terns their higher evidence to the stimulus vectors than for the absolute power (Table
4.1, Fig. 4.18). Since the significance of the relationship to the external stimulation
is higher for the relative power, it confirms the tested hypothesis that transforma-
tion between absolute and relative power is not a linear operation over time. And, it
motivates the relative power as better predictor for blind visualizations of the task-
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related brain networks from simultaneous EEG-fMRI data. This issue is described
in more details in following sub-chapter.

4.4.4 Generalized EEG-fMRI spatiospectral heuristic model

We have decomposed relative power periodogram 𝐷(𝑛𝑇 , 𝑛𝑐 * 𝑛𝜔) at 𝑚 independent
spatiospectral patterns 𝑆𝑚(𝑛𝑐, 𝑛𝑤) and their time-courses 𝐴𝑚(𝑛𝑇 ) (eq. 1.50) with
Bridwell’s et al. (2013) spatiospectral group-ICA [23]. As we have proposed on
preliminary results [121], the matrices 𝑆𝑚 can be considered as independent spa-
tiospectral filters which solve our designed spatiospectral heuristic model (eq. 1.57).
It can be solved with group-ICA because it then applies for independent functions
𝑔 that 𝑔(𝑐, 𝜔) = 𝑆𝑚, and their time-courses 𝐴𝑚 are then proportional to BOLD
signal fluctuations.

Although we have not investigated all EEG-fMRI associations over all stable
spatiospectral patterns, we are presenting on obtained results the indisputable proofs
that the spatiospectral heuristic model visualize task-related networks better and
with higher statistical significance than fluctuations of absolute power spatiospectral
patterns (Fig. 4.24 and Fig. 4.25). Over the previous literature review [14, 45, 73,
75, 123, 121, 127, 128, 141, 144, 148, 153, 168, 177, 181, 183, 184, 187], we have
noticed very limited count of studies presenting EEG-fMRI results with statistical
significance after family wise error correction. From that point of view, we are
presenting results on the current research border limit, since the whole self-organize
large scale brain networks are significant and task-related (Fig. 4.24, Fig. 4.25 and
Table 4.1).

Visual oddball data demonstrates large and significant BOLD activations after
low wide-range 𝜃-band pattern relative power increase in sensory-motor cortices
and basal ganglia structures (containing both side putamen and brain stem areas)
(Fig. 4.24). The functional connectivity between those two LSBNs is possibly
frequent stimulus related (Table 4.1). After target appearance, the midline narrow
𝜃-band pattern increase possibly change the connectivity in left putamen and left-
lateralized sensory-motor network and BOLD signals are increasing only in this areas
(Fig. 4.25 and Table 4.1). The lateralization corresponds with right hand held and
pushed button after target stimulus. Based on neurologist expertise, the visualized
networks are related and relevant to the visual oddball experiment.

Only one 𝛼-band pattern (cl. n. 4) was significantly related to the block-designed
sentence stimulus during semantic decision task (Fig. 4.19b and Table 4.1). We
have found BOLD activations in Wenricke’s areas (with 𝑝 < 0.001 uncorected) after
the 𝛼-band pattern decrease observable on the scalp topology and on IRF timings
(Fig 4.26). Functional role of Wenricke’s area is understanding of the speech, other
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words it is one of the primary centres which should be activated during the semantic
task. The antagonistic behavior of the 𝛼-band pattern corresponds to the inhibition
timing hypothesis [111] and to the other previous EEG-fMRI observations [46, 23].
Although the significance and the amount of surpa-threshold voxels are quite low, the
generalized spatiospectral heuristic model is the only one approach which was able
to find activations in speech areas in SDT data. Possibly, it is the most insensitive
at the present eye-blinking artifact in EEG data.

In comparison with generalized spectral heuristic model results (sub-chapter 3.3
“Results”), we are obtaining higher significance of the results for the task-related
networks. Here it can be double effect. The first effect is that we have better utilized
the channel information within the EEG-fMRI data fusion. And, the second effect is
that we have modelled spatial and time variable hemodynamic response functions.

In summary, our designed spatiospectral heuristic model appears to be relevant
and reliable for task-related network visualizations from EEG-fMRI data and its
following future research will be still necessary.

4.4.5 Novelty in spastiospectral decomposition of EEG sig-
nal and following EEG-fMRI fusion

To the best of our knowledge and knowledge of other scientists [89], the present doc-
toral thesis and publications related to the thesis are the first to demonstrate the
stability of EEG independent spatiospectral patterns over different datasets. These
findings further validate the approach for future studies, and motivate investigation
of the functional role of the distinct spatiospectral patterns. Subdividing spectral
responses in a data driven manner will be useful for future studies that decompose
separate signals with potentially distinct functional roles (i.e. generating more ro-
bust results) and separating signals from artifact (i.e. enhancing signal over noise)
[120].

This is the first study examining EEG-fMRI correlates after group-derived EEG
spatiospectral decomposition over different experimental datasets. The voxel-wise
EEG-fMRI approach revealed F-statistic fMRI overlays whose supra-threshold vox-
els organized into functional large scale brain networks (LSBNs) consistent with
previous literature. In addition, we have modeled spatially variable group-averaged
HRFs often with shorter latency peaks than the canonical HRF (Fig. 4.20, Fig.
4.21, Fig. 4.23, 4.22 and Appendix A).

We have designed the generalized EEG-fMRI spatiospectral heuristic model and
proposed how to solve the model with the spatiospectral group-ICA method [121].
Since the model demonstrates the most significant task-related EEG-fMRI associ-
ations over the range of tested approaches (i.e. absolute power fluctuations, gen-
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eralized spectral heuristic model, fluctuations of absolute power spatiospectral pat-
terns), its application can be expected in future research of blind visualizations of
task-related networks directly from simultaneous EEG-fMRI data. Obtained statis-
tical significance of EEG-fMRI results for the VOT task-related networks is one of
the highest which can be observed over literature nowadays.

4.4.6 Limits and possible future research

The stability of spatiospectral patterns may be useful for brain computer interface
(BCI) research [212], since EEG spatiospectral filters are often applied as an ap-
proach to denoise the data [6, 48, 132, 147, 160, 202, 216]. The approach may also
be useful in clinical research and applications focused on spectral differences between
populations within distinct frequency bands, e.g. as demonstrated for Alzheimer’s
[103, 176] or Parkinson’s [109, 191] diseases. Since the relative EEG power demon-
strates the stable patterns too, the spatiospectral Group-ICA may also be useful for
examining the relative power differences prominent in autism [120, 210].

Future research could compare the consistency of group results derived using
other approaches that generate EEG spatiospectral patterns, such as group-clustering
after single-subject ICA [91, 93], approximate joint diagonalization of lagged-covariance
[200] or cospectral matrices [42, 43, 120].

The inability to detect stable 𝛾-band patterns from absolute EEG power limits
the current study, fortunately the patterns are observable in relative EEG power.

Only amplitudes of frequency powers were taken into account, the incorporation
of the signal phases into the spatiospectral decomposition [94, 215] could potentially
brings benefits.

Although eye-blinking artifacts in absolute EEG power were previously observed
only for cl. n. 17;27 of the SDT dataset (Fig. 4.14), it seems that the artifact
may be minimal, but present, within 11 of the 14 absolute power components, since
topology maps demonstrate peak responses over frontal regions (Fig. 4.19a). This
suggests that eye-blinking artifacts may not separate into a single component within
spatiospectral group-ICA of absolute EEG power implemented in GIFT. This may
result due to the variability of eye blink artifacts across subjects, motivating individ-
ual subject eye-blink artifact removal (e.g. with temporal ICA prior to spatiospectral
Group-ICA).

The different sample sizes within the different tasks potentially limit the present
study. Lower sample sizes within the RST and SDT tasks could have contributed
to greater variability in the statistical estimates, potentially explaining the more
robust EEG-fMRI associations observed within the VOT paradigm.
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Not fully explored space of EEG-fMRI results for spatiospectral heuristic model
limits the actual study. Although we have presented that the generalized spatiospec-
tral heuristic model provides the strongest EEG-fMRI task-related correlates, we
have not tested inter-subject variability in EEG-fMRI results over any used and
tested approach. Still, it is very interesting, actual and opened question in EEG-
fMRI data fusion research [75, 81, 143, 148] and should be investigated furthermore.

4.5 Conclusion

As the first in the world, we have shown and published that spatiospectral group-ICA
of EEG spectra estimates stable independent spatiospectral patterns over datasets
and possibly also over subjects. That applies for both power types (i.e. absolute and
relative powers). Obtained higher statistical significance for EEG-fMRI results with
EEG spatiospectral F-maps proves that better incorporation of the channels together
with modelled spatially and timely variable hemodynamic response improved the
method of the data fusion. Our designed generalized spatiospectral heuristic model
dispose with the highest evidence in task-related network visualizations and it could
possibly become to be used in future simultaneous EEG-fMRI data fusion research.
The inter-subject variability of significant obtained results were not investigated
within the current thesis and it should be done within the near future research.
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5 PH.D. THESIS OUTCOMES
AND CONCLUSIONS

We have set seven partial goals necessary for the successful defense of the current
doctoral thesis. For remembering, they are repeated in following paragraph:

1. Select the EEG signal processing strategy which is usable for the blind search
analysis.

2. Design the models for the data fusion which could work better than current
state of the art.

3. Design the evaluation and evaluate the correspondence of obtained results with
experimental external stimulation.

4. On available real simultaneous EEG-fMRI data, estimate the fusion with de-
signed models, with previously implemented methods and compare the results
over the different approaches.

5. Evaluate the designed models and their new contributions to the current
knowledge.

6. Present the obtained results in neuroscience or biomedical engineering journals
with impact factor as two original research papers (at minimum).

7. Share the implemented software libraries as the doctoral thesis attachment.

Ad. 1.: Because the goal was to visualize task-related brain networks without
information about the stimulus timings inside the EEG-fMRI fusion, we have se-
lected the EEG processing via power spectral changes instead of the event related
potentials, where timings of the trial beginnings are necessary.

Ad. 2.: The literature review uncovered that the most of EEG-fMRI data fusion
processes use absolute EEG power fluctuations which are compared with delayed
fMRI-BOLD signals. The usage of the relative EEG power fluctuations in distinct
frequency bands were not commonly used, although Klimesch 1999 and Kilner et
al. (2005) [108, 110] claim it corresponds more with evoked neuronal activity. Kil-
ner et al. (2005) proposed and Rosa et al. (2010) simplified the classic heuristic
approach (eq. 1.54 or 5.1) [108, 177] which expects same global changes over whole
relative power frequency range after evoked neural activity, although e.g. inhibition
hypothesis was tested and confirmed for the 𝛼-band pattern [111] (i.e. it behaves
antagonistic to the other frequency bands). To overcome this limit, we have de-
signed generalized spectral heuristic model (eq. 1.56 or 5.2), which we are testing
within the current doctoral thesis. The generalized spectral heuristic model has still
limit in utilizing unique informations from different EEG leads, as evaluated in 3𝑟𝑑
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chapter of the current thesis. To overcome this issue, we have proposed generalized
spatiospectral heuristic model (eq. 1.57 or 5.3) and designed how to solve it with
spatiospectral group-ICA. Since the group-ICA belongs to the family of blind source
separation algorithms and stability of its estimates over different runs/datasets/etc.
is still speculative, we have used existing k-means clustering algorithm and as es-
timated the stability of the EEG spatiospectral sources over different datasets and
subjects. Following EEG-fMRI associations were then evaluated and tested only
for the stable spatiospectral patterns. For the EEG-fMRI data fusion, general lin-
ear model was used for both proposed and tested models. The BOLD signal delay
in EEG power fluctuations was modelled as fixed canonical hemodynamic response
function for the generalized spectral heuristic model, and as spatially and temporally
variable hemodynamic response function for the generalized spatiospectral heuristic
model.

𝑏̃ ∝
√︃∫︁

𝜔2𝑝(𝜔)𝑑𝜔 (5.1)

𝑏̃ ∝
√︃∫︁

𝑔(𝜔)𝑝(𝜔)𝑑𝜔 (5.2)

𝑏̃ ∝
√︃∫︁ ∫︁

𝑔(𝑐, 𝜔)𝑝(𝑐, 𝜔)𝑑𝑐𝑑𝜔 (5.3)

Ad. 3.: To evaluate the correspondence with external stimulation, general linear
model between EEG power fluctuations and stimulus vectors was implemented with
following group one-sample t-tests. The stimulus vectors were regressors and EEG
power fluctuations were the measured data.

Ad. 4.: We have implemented the EEG-fMRI fusion for the original absolute
power fluctuations, classic heuristic model, generalized spectral heuristic model,
time-courses of stable absolute power spatiospectral patterns and stable patterns of
generalized spatiospectral heuristic model. Simultaneous EEG-fMRI data were ac-
quired for visual oddball, semantic decision and resting-state experiments, and were
more or less used for the evaluation of differences over different fusion approaches.

Ad. 5.: It was shown that both proposed models (i.e. generalized spectral
and spatiospectral heuristic models) visualize task-related networks from EEG-fMRI
data better than previous available approaches. The spectral model did not ignore
the 𝛼-band inhibition properties of the EEG signal. And the spatiospectral model
utilized better the information about different sources over different leads. The
spatiospectral heuristic model disposed with highest statistical significance of the
task-related results for visual oddball data. For semantic decision data, it was
the only one approach which was able to show supra-threshold activated voxels in
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speech areas, although the semantic decision EEG data were distorted with eye-
blinking artifact. Beyond the original objectives, we have found that EEG absolute
and relative power spatiospectral patterns are stable over different paradigms and
subjects, and that the stability is much higher than other concurrent actually used
ICA decompositions of EEG signal.

Ad. 6.: First, we have presented in Journal of Neuroscience Methods that rela-
tive EEG power in distinct frequency bands (i.e. the generalized spectral heuristic
model) is better for visualizations of task-related brain networks than originally
commonly used absolute power [123]. Then we have proposed generalized spectral
and spatiospectral heuristic models with a preliminary results on 13𝑡ℎ International
Symposium on Biomedical Imaging: From Nano to Macro [121]. During the testing
of the spatiospectral group-ICA as the method for EEG signal processing into the
form comparable with BOLD signals, we have noticed that the estimates are stable
and similar over different paradigms for both power types (i.e. absolute and rela-
tive). For the absolute power, we have reported this acquired knowledge in Brain
Topography journal within the special issue Multisubject Decomposition of EEG —
Methods and Applications [120]. For the relative power, we have submitted the ob-
tained results as conference proceedings on World Congress on Medical Physics &
Biomedical Engineering [119]. The proceedings is under review now. The EEG-
fMRI results for the stable absolute power spatiospectral sources are summarized
within prepared manuscript "EEG spatiospectral patterns and their link to fMRI
BOLD signal via variable hemodynamic response functions" which will be submit-
ted into a journal in several following weeks. Since we have got the most significant
EEG-fMRI task-related networks for the generalized spatiospectral heuristic model,
we are expecting that this result could be written as an other manuscript and sub-
mitted to a journal. Except these published or prepared or planned papers related
to the current doctoral thesis, I was helpful during testing the stability of EEG-fMRI
fusion after EEG signal PARAFAC decomposition (parallel factor analysis). The
PARAFAC results were presented in Neural Computation journal [143].

Ad. 7.: The list of attached functions is given within appendices B.
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LIST OF SYMBOLS, PHYSICAL CONSTANTS
AND ABBREVIATIONS
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𝑎, 𝐴 scalar value 𝑎, respectively 𝐴

𝑎, 𝐴 matrix or vector 𝑎, respectively 𝐴

𝐴− 𝐴− = 𝐴−1; short prescription for 𝐴−1 of matrix 𝐴

𝐴* prescription for matrix 𝐴 with reduced dimensionality (e.g. with PCA)

𝐴̆ best linear predictor of matrix 𝐴

𝐴̂ generative latent variable of matrix 𝐴

Physical constants

𝑐 channel of the EEG leads

𝑡, 𝑇 time

𝛼 8-12Hz frequency band of the EEG Signal

𝛽 12-20Hz frequency band of the EEG Signal

𝛾 over 20Hz or 20-40Hz (in the current thesis) frequency band of the
EEG Signal

𝛿 0-4Hz frequency band of the EEG Signal

𝜃 4-8Hz frequency band of the EEG Signal

𝜔 frequency

Abbreviations

AIC Akaike’s information criterion

AJDC approximate joint diagonalization of Fourier cospectral matrices

ARF 𝛼 response function
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BIC Bayesian information criterion

BLP best linear predictor

BOLD blood oxygen level dependence

BSS blind source separation

dHb deoxy-hemoglobin

dMRI diffusion weighted magnetic resonance imaging

EEG electroencephalography

EM expectation maximization

EP evoked potential

ERP event-related potential

fMRI functional magnetic resonance imaging

FWE family wise error

gICA group Independent Component Analysis

GLM general linear model

HOS higher order statistics

HRF hemodynamic response function

IC indepdendent component

ICA independent component analysis

INFOMAX information maximization approach

IRF impulse response function

ITC information theoretic criteria

JADE joint approximation diagonalization of eigenmatrices

KIC Kullback-Leibler information criterion

LDA linear discriminant analysis

LMS least mean square
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LORETA low resolution brain electromagnetic tomography

LSBN large scale brain network

MDL maximum description length

MEG magnetoencephalography

MIC mutual information coefficient

ML maximum likelihood

MR magnetic resonance

MRI magnetic resonance imaging

MSE mean squared error

OLS ordinary least square

PARAFAC parallel factor analysis

PCA principal component analysis

PLS penalized least square

PPO perpendicular projection operator

RSN resting state network

SM source matrix

SOBI second order blind identification

SPM statistical parametric map OR Statistical Parametric Mapping
(software’s name)

STP spatio-temporal regression

SVD singular value decomposition

TC time course

WASOBI weights-adjusted second order blind identification

WLS weighted least square

WPLS weighted penalized least square
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A EEG-FMRI RESULTS FOR ABSOLUTE
POWER SPATIOSPECTRAL
PATTERNS

The legend for figures: In the plot below each fMRI map, the black dashed-dotted
line represents the canonical HRF, and the purple line represents our median-derived
IRF from the white boxplots, where blue oblongs are quartiles and red dots are
outliers. The spatiospectral patterns are indicated on the column on the left, and
F-statistic results are overlayed on the fMRI maps if there are 100 contiguous voxels
with p < 0.001. The colorbar indicates the F values in the corresponding map. The
values in the table under each pattern are group-averaged t-values of the statistical
significance between the spatiospectral pattern dynamics and the stimulus vectors
(S – sentence block in SDT, F – frequent, T – target, D – distractor in VOT).

Fig. A.1: EEG-fMRI results for absolute 𝛽-band spatiospectral patterns: EEG-fMRI
F-map threshold at 𝑝 < 0.001 uncorrected for multiple comparison errors.
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Fig. A.2: EEG-fMRI results for absolute 𝛿-band spatiospectral patterns: EEG-fMRI
F-map threshold at 𝑝 < 0.001 uncorrected for multiple comparison errors.
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Fig. A.3: EEG-fMRI results for absolute 𝜃-band spatiospectral patterns: EEG-fMRI
F-map threshold at 𝑝 < 0.001 uncorrected for multiple comparison errors.
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Fig. A.4: EEG-fMRI results for absolute high 𝜃-band spatiospectral patterns: EEG-
fMRI F-map threshold at 𝑝 < 0.001 uncorrected for multiple comparison errors.
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Fig. A.5: EEG-fMRI results for absolute 𝛼-band spatiospectral patterns: EEG-fMRI
F-map threshold at 𝑝 < 0.001 uncorrected for multiple comparison errors.
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B ATTACHED IMPLEMENTED MATLAB
FUNCTIONS

B.1 Batch scripts

B.1.1 batch_matrix_E.m

The batch script is calculating matrix 𝐸(𝑛𝑇 , 𝑛𝑐 · 𝑛𝜔) from preprocessed EEG data
for all subjects.

B.1.2 batch_spatiospectral_gICA.m

The batch script is estimating the spatiospectral group-ICA with GIFT software
libraries.

B.1.3 batch_glm_eeg_fmri_hrf_derivates.m

The batch script is estimating general linear model between time-courses of EEG
spatiospectral patterns and fMRI-BOLD signals with variable hemodynamic re-
sponse functions. The SPM12 libraries are necessary and used for estimations.

B.1.4 batch_anova_eeg_fmri.m

The batch script is preforming the group one-way ANOVA test with multiple mea-
surements on single subjects EEG-fMRI results previously estimated with
batch_glm_eeg_fmri_hrf_derivates.m script.

B.1.5 batch_k-means_clustering.m

The batch script is preforming k-means clustering over different numbers of set
output clusters and evaluate the clusters’ stability.

B.2 Scripts and functions

B.2.1 spectral_ICA_process.m and norm_power.m

The functions which are calculating and forming matrices 𝐸(𝑛𝑇 , 𝑛𝑐 · 𝑛𝜔). They are
called in batch_matrix_E.m script.
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B.2.2 ICA_EEG_for_clustering.m

The script which transforms the GIFT result outputs 𝑆 (sources) into the input
form for the k-means clustering. The following k-means clustering is run with
batch_k-means_clustering.m script.

B.2.3 matrix2nifti.m

The function is transforming 3D matrix 𝐸(𝑛𝑇 , 𝑛𝑐 · 𝑛𝜔) into 3D NIFTI files, which
are importable by GIFT software library.

B.2.4 create_mask.m

The script which is creating mask of the same dimensions as 3D matrices created
within matrix2nifti.m function.

B.2.5 getClusters.m

The function is performing the k-means clustering with Pascual-Marqui et al. (1995)
algorithm [166]. The function was implemented by my colleague Radek Mareček
from Central European Institute of Technology, Brno, Czech Republic.

B.2.6 k-means_classification.m

The script which is classifying the output k-means clusters and quantifying basic
statistical clusters’ parameters.

B.2.7 ICA_component_processing.m

The script which transforms the GIFT result outputs 𝐴 (time-courses) into the
input form for general linear model with stimulus vectors.

B.2.8 glm_eeg_regresrors.m

The script is estimating general linear model between time-sources of EEG spa-
tiospectral patterns (data 𝑌 ) and stimulus vectors (in model matrix 𝑋).

B.3 Scripts for result visualizations

B.3.1 topology_visualize.m

The script is visualizing the topologies of EEG spatiospectral patterns.
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B.3.2 frequency_visualize.m

The script is visualizing the spectral densities of EEG spatiospectral patterns with
their confidence intervals.

B.3.3 dendrogram_visualization.m

The script is visualizing the dendrogram of estimated clusters.

B.3.4 cluster_cross_correlation.m

The script is visualizing intra- and inter-cluster correlations for one cluster of inter-
est.

B.3.5 cluster_mean_cross_correlation.m

The script is visualizing mean intra- and inter-cluster correlations over all estimated
stable EEG spatiospectral patterns.

B.3.6 hrf_var.m

The script is visualizing the estimated hemodynamic response functions from supra-
threshold voxels of group-averaged EEG-fMRI F-maps (p<0.001 uncorrected for
multiple testing errors).

B.4 EEG Regressor Builder ver. 2.0

All EEG-fMRI results for generalized spectral heuristic model were estimated with
our proposed software EEG Regressor Builder ver. 2.0 [122], which I and my students
have changed and improved [100, 101, 182] during my Ph.D. studies, since its initial
version proposed originally as my Master Thesis [118].
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