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Abstrakt:

V této praci jsou otestovany metody pro detekce hlavy a o¢i v Cernobilém a
barevném snimku. Je proveden experiment zmétena doba a frekvence mrknuti pii
riznych unavovych stavech. Navrzeny detektor hlavy pracuje s rychlosti 10 fps

V ¢ernobilém snimku.

Klicova slova:

detekce oka, segmentace tvare, detekce klize, inava fidice, zpracovani obrazu
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Abstract:

In this paper, the methods for head and eyes localization in grayscale and color
image are tested and an experiment of blink duration and blink frequency is

described. The proposed head detector works at 10 fps using grayscale image.

Key words:

eye detection, face segmentation, skin detection, driver's fatigue, image processing
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1. INTRODUCTION

According to the statistics collected by the police, 900 traffic accidents per
year are caused by micro-sleep in the Czech Republic. The percentage of the
accidents caused by fatigue varies between 5 — 25 % depending on the individual
study [32].

There are a lot of projects studying the fatigue detection, and they are
financed by the automotive industry. For example, Mercedes-Benz presented a
system called Attention Assist which is based on 70 fatigue features, including facial
fatigue features. Nearly all leading manufactures are trying to develop their own
system for detecting driver’s drowsiness and improve their cars. A number of these
systems is listed in the sources section [32]. As shown later [31], such systems may
be interesting for professional drivers. Using cameras installed in vehicles might
serve other purposes as well -- hands-free and video calls, driver recognition, to
name a few. A couple of approaches for driver fatigue monitoring has been
developed (these are listed in the sources section [25],[26],[33]).

However, using a camera for detecting driver’s drowsiness brings substantial
benefits. It is a low price (a camera could be used for extracting different facial
fatigue features) and compact solution (a camera + processing unit), it is a driver
untouched method, etc. The goal of this project is extraction of driver facial fatigue
features with a color camera placed in the vehicle interior. These features include
duration of blinks, time between blink events, eye gaze, yawning, nodding [25]. The
duration of blinks seems to be one of the most reliable facial fatigue features [20].
We have made a decision that this project will be based on duration of blinks (the
reason for this decision is delivered in the section 2.1). Therefore, it is necessary to
determine the minimal possible fps for the camera to be used for measuring the time
of a blink. After that, a robust head/eye classifier should be developed in order to
extract facial fatigue features. The proposed algorithm should be robust enough to
work under different daylight conditions and fast enough to capture blink event.
Finding a face during night is not the goal of this work. The final product should be

able to prevent the driver from falling in a micro-sleep. It is obvious, though, that the




Y

FULT

ELEK] ROIECHN
A KOMUNIKATN
TECHHNOLDG

USTAV AUTOMATIZACE A MERICI TECHNIKY

Fakulta elektrotechniky a komunikacnich technologii

Vysoké uceni technické v Brné

13

driver will fall in a micro-sleep if the fatigue level is high. The fatigue level detection
is the first task to perform if we want to warn the driver prior to falling in a micro-
sleep.

The paper is organized as follows: Section 2, fatigue experiment. Section 3
presents different methods for head/eyes segmentation and proposes a new algorithm
for head detection. In Section 4, an application in OpenCV is presented. Finally,

conclusions, future work and appendixes make up Sections 5, 6 and 7.
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2. STATE-OF-THE-ART

2.1 FACE DETECTION

Face detection is a very complex problem in grayscale images. Many
scientific papers have been published on this topic [8][9]. One of the most used
approaches was published by Viola-Jones [29]. This algorithm uses AdaBoost
machine learning algorithm for generating pyramidal structure of face features. Many
works showed that this algorithm is very robust [37]. The face features are calculated
from Haar wavelets. The Haar wavelets are computed from the Integral image (7.12)
which is a cumulative sum of an image. To provide a robust face classification it is
important that hundreds face features be calculated. The integral image is used for
fast convolution calculation (7.12). This face finding algorithm has alredy been used

in smart sensors for cameras.

2.2 FATIGUE DETECTION

A number of papers on facial fatigue features and micro-sleeps events have
been studied [18],[22],[23],[24],[25],[26]. In section 14.17, a list of the most widely
used and the most reliable facial fatigue features is presented. It has been found that
it is necessary to monitor more than one facial fatigue feature to determine a fatigue
level. We have decided that, for the purpose of this project, the average eye
open/closure time, time of closed eye during blinking, PERCLOS and frequency of
blinks will be calculated. All these facial fatigue features can be calculated from one
dimensional time-dependent characteristics which represents the degree of eyes

closing.

fatigue level MicroSleepEven -
MSE

v

low high

Figure 2.1 MSE detection
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3. WORK

3.1 TESTED IMAGE PROCESSING ALGORITHMS

Various algorithms for head/eye/mouth localisation have been tested in this
section. Different algorithms had been tested order to try if they are robust enough

and fast enough for measuring the time of blink (3.3.6.1) under outdoor light
conditions.

3.1.1 Mouth localisation

3.1.1.1 Algorithm description

The method [1] works with an image in the YCbCr (1) color model. The
YCbCr color model separates luminance and chrominance components.
The main idea of the method is that lips are red-colored and then C,. is bigger

than C,. The lips color has a big response in C, and small response g_r Equations (2),
b

(3) describes how to calculate Mouth Map. A u is variable which is calculated from a
local neighborhood (.

Y 16 65.481 128.553 24.966 |[R
Cb| =128+ |-37.797 —-74.203 112.000||G| (1)
Cr 128 112.000 -93.786 —18.21411B

MouthMap = C,*(C;*nch)? (2)
b

Yxy)en Cr(xy)?
n= 0.95 Lcr(xy) (3)

A, ()

AND

Figure 3.1 Calculation of MouthMap [1]
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3.1.1.2 Algorithm results

This algorithm is easy to implement but is not robust enough for real
applications without white balance (3.1.6). Another problem might be a lip painting.

The results are shown in Figure 3.2.

Figure 3.2 Algorithm testing MouthMap

3.1.2 Symmetry detection

3.1.2.1 Algorithm description

A method [14] for the symmetry detection is based on comparing features
points on an image. This method has been proposed to find the bi-linear symmetry
and the rotational symmetry. The Scale-Invariant Feature Transform [35] has been
used for detecting a features points on an image. The SIFT is invariant to the pose,
rotation, scale and changes of illumination. The feature pointis defined as a four
dimensional vector of the coordinates, rotation and scale (x,y,,s). Any other features
point extraction method (which generate four dimensional vector) for could be used.

The main idea of the the symmetry finding algorithm [14] s
comparison of the position, scale, angle and descriptors of the feature points on the

image. This method was tested in the BiolD database with the accuracy of 95,1%

[14].

Figure 3.3 Founded bilinear symmetry [14]
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Figure 3.4 Features points comparsion

3.1.2.2 Algorithm results
The algorithm was tested in Matlab (Figure 3.11) with source code from
authors of this method. This method has not been implemented in the final
application because the method is not fast enought for measuring the time of blink
(3.3.6.1).

Figure 3.5 Founded bilinear symmetry

3.1.3 Eyes reflection localisation

e Algorithm description

This method is used to search eyes reflection on an image. Eyes reflection (a
highly illuminated point on black background) localisation was used for many eyes
localisations projects with an additional IR light [30]. Another projects [11] does’t
use additional light. The areas with these reflections are areas with high contrast in
image. In frequential domain these are high contrast regions represented by high
frequencies. | decided to detect these regions with method based on two dimensional
Fast Fourier Transformation.

FFT was calculated with Matlab function fft2 and ifft2. After calling function

fft2 it is necessary to call fftshift which converts the image. This conversion moves




USTAV AUTOMATIZACE A MERICI TECHNIKY

Fakulta elektrotechniky a komunikacnich technologii

Vysoké uceni technické v Brné

18

low frequencies to the center of the image and high frequencies towards the edge of
the image. A binary image was used for bandpass filtrating. This is a simplification
because the proper mask for fft2 filtrating should be calculated as 2D approximation
of 1D filter (Butterworth, Chebyshev, Bessel). After function ifft2 | used abs value of
the complex number instead of real part of complex number because the result was

more acceptable.

image

FFT2

image'

FFT2

binary
image

J IFFT2

ReallAbs

k.

frequency
filtrated
image

Figure 3.6 Band-pass filter a) algorithm b) fft template

e Algorithm results

The best eye reflections were obtained when the person looked straight into
the camera and an additional light source was situated near the camera lens. In that
case, the background around the eyes reflections is dark. Using an additional light
source is a necessity for getting proper reflection in outside conditions. This method
is unusable in a car because this project avoids using an additional light source.
Convolution with a mask sized 5x5 and larger size is faster in frequential domain.

Speed comparison between convolution in image domain and convolution by using
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frequency domain can be observed in the Figure 3.8. Figure 3.7 shows more areas

with high frequencies. This method is not reliable enough to find an eye in a complex

image. On the other hand, using fft2 for finding the eye reflection gives better results

than finding reflection with an edge detector — the response of an edge detector is

worse than the fft2 filtration response Figure 3.7 b) and c).

Figure 3.7 a) original imge, b) gaussian [3x3] edge detector, ¢) original image

after fft2 filtration, d) dilatation with circle shape, e) thresholding

time of the calculation

35 T T T T T T T T T

=
in
T

Comparing of mask convolution (blue cure) and fit convolution (green curve)

1
] 2 4 B g 10 12 14 16 18 20
Size of mask

Figure 3.8 convolution speed comparsion
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3.1.4 Eye localisation

Algorithm for eyes localisation is based on the three steps.
e EyeMap
e Head area segmentation

e Eye candidates reduction

3.1.4.1 EyeMap

This method [1] works with an image in the YCbCr color model. The
EyeMapC is calculated by the equation (4). The EyeMapC is a color transformation
of Cb and Cr color channels. The EyeMapL is calculated by the equation (5). For
calculation of EyeMapL morphological dilatation and erosion of Y channel is used.
The morphological operations are defined for binary images but are generalised for
their grayscale counterparts too. The morphological structure g(x,y) with a circle
shape was used for calculating EyeMapL. Then the EyeMapC is multiplied with the
EyeMapL as is shown in Figure 3.9. After that EyeMap is normalised and tresholded
(threshold is constant). This algorithm is based on the color information. For its

correct working, the white balance (3.1.6) should be processed.
EyeMapC = %((Cb)z + (C)? + (2—1’)) 4)

Y X, & X,
EyeMapl, = (x,y) g( y)(s)

Yx,y) ¥ glxy)
® Morphologic dilatation

® Morphologic erosion

%

EyeMapC

EyeMap

yeMapL | EyeMap Construction

Figure 3.9 Calculation of EyeMap
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3.1.4.2 Head segmentation

It is not possible to use this algorithm as stand-alone eye detector because a
lot of noise is segmented too. A head detection is a possible way to improve accuracy

of this algorithm — this is the reason why the EyeMap algorithm was tested together
with the head detection algorithm (3.1.5.3).

3.1.4.3 Eyes candidates reduction

Binary
image

eye
candidates

Pr:)l_aa?ri\llit};) N = Number of
matrix (N- .
x(N-1) candidates

common
eccentricity
3

Eccentricity
matrix

space reduction (distance,
area, angle)

Eccentricity
matrix

minimum
eccentricity
y corners

two Eye
Area index

minimum
eccentricity
y corners

center of
Eye Areas

Figure 3.10 Eyes cendidates reduction
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After the head detection and the eye detection, more eye candidates (Figure
3.11 a)) could be segmented. The elimination of eye candidates is based on the
similarity between the circle shape and the shape of eye candidates.

For all the candidates’ eyes found in the head area, the eccentricity is
calculated, with the eccentricity of an ideal circle being zero. Then, the eccentricity
matrix is created. It is calculated as a product of two eye candidates’ eccentricity. An
element with a circle shape and the same radius as the eye iris radius was used for
morphological operation dilatation and erosion.

The distance reduction is an important step because it eliminates a lot of the
bad candidates. The minimal and the maximal distances of eyes have been calculated

from the size of the segmented area.

Figure 3.12 Result of used algorithm

3.1.5 Skin detection

Two color-based methods are described in this section. The main advantages
of this approach are low computing time, easy implementation and pose, rotation and
scale independence. The main disadvantage of this approach is that the object with
the same color as skin could be detected as skin. For its correct working, the white

balance (3.1.6) should be processed.
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3.1.5.1Takagi Sugeno fuzzy Interference system

e Algorithm description

The fuzzy logic is not widely used for the image processing. The main goal of
the experiment was to test the speed of the Matlab fuzzy toolbox. This method is
listed [6] in the sources section. The algorithm is based on the Sugeno fuzzy model
(a system without defuzzyfication). The method is based on eight IFTHEN rules and
works with an image in the YCbCr color model 7.3. The inputs to the model are only

Cb and Cr color channels.

., 1. If Cbis Light and Cr is Light, then the pixel = 0.
ii. If Cb is Light and Cr is Medium, then the pixel = 0.
iii. If Cb is Light and Cr is Dark, then the pixel = 0.
iv. If Cb is Medium and Cr is Light, then the pixel = 0.
v. If Cb is Medium and Cr is Medium, then the pixel = 1.
vi. If Cb is Medium and Cr is Dark, then the pixel = 1.
vii. If Cb is Dark and Cr is Light, then the pixel = 0.
viii. If Cb is Dark and Cr is Medium, then the pixel = 1.
ix. If Cb is Dark and Cr is Dark, then the pixel = 0.

After that, we proceed to determining the degree of membership to appropriate fuzzy
sets through membership functions. Once the inputs have been fuzzified, the final
decision of the inference system is the average of the output (iz ) corresponding to
the rule (iir) weighted by the normalized degree pi of the rule. “ [6]

cb

XX

cr

fuzzy_rules

flu)

(sugeno)

output1

FIS Marme: fuzzy_rules FIS Type: SUGEno

A method prod - Current Yariakle
e probar - METE ch
T input
Implication min ¥RE inp
Range [16 240]

Agoregation max

Defuzzification

wiaver - Help | Close

Figure 3.13 Sugeno model
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FIS Variables Membership function plots Pt poirts: 181
light medium dark
% x 1
ch output1
05+ B
cr
I: 1 1 1 1 1 1 1 1 1 1 1
20 40 60 g0 100 120 140 160 130 200 220 240
input variable "cb”
Current Yariakle Current Membership Function (click on MF to select)
Mame ch hame lightt
Type input Type gauss2mf -
Params
[30.4 14.15 42 43.58]
REmER [16 240]
Dizplay Range [16 240] Help Cloge

Selected variahle "ch"

Figure 3.14 Fuzzification of Cb (same for Cr)

e Algorithm results

The implementation of this method is very simple. Its drawback is its long
computing time which makes the Matlab fuzzy toolbox too slow for a real-time

application.

Figure 3.15 Input image




R USTAV AUTOMATIZACE A MERICI TECHNIKY
‘@‘ ‘ Fakulta elektrotechniky a komunikacnich technologii

Vysoké uéeni technické v Brné

25

Figure 3.16 Output image, time = 54.87s, size=302x202
3.1.5.2 Skin color model

3.1.5.2.1 Algorithm description

The Cb and Cr color channels of YCbCr color model (section 7.3) were used
for describing the skin color. These color channels are independent on the intensity
of light. The skin color of different people is placed in a very small area [35]
(Chyba! Nenalezen zdroj odkazi.) in this color model. The YCbCr color model is
widely used for skin detection [36].

Covariance matrix (6) is used for describing more dimensional random
variables. On the diagonal there is a dispersion of each random variable. Covariance
matrix is symmetric and positive-semidefinite too [13]. Matlab offers the function
cov(). This covariance matrix was used to calculation of two-dimensional Gaussian
function (7).

n
vt = (Ce)™ (1)) (6)
G(i,j) = exp(—0.5x'C 1x) (7)
C~! inverted covariance matrix
x = [mean(ch) —i,mean(cr) — j]

cb, cr - color channel

0.5 - width of the base
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3.1.5.2.2 Algorithm implementation

The model was created from white skin samples. The Figure 3.18 represents
different skin samples. 70 different skin samples were used for creating a skin model.
From these samples a two dimensional joint histogram (Figure 3.19) was made from
the Cb and from the Cr color channel. From an image of different skin samples, a co-
variation matrix that describes a more dimensional random variable was calculated.
The matrix was used for calculating two dimensional Gaussian functions (Figure
3.20). The best skin model was obtained from the Skin samples 1 (Figure 3.18 a)).
The comparison of the different skin samples is in Chyba! Nenalezen zdroj
odkazi.. Different skin samples are placed in a very small area. The intensity of

illumination doesn't have effect.

..

3.17 Joint histogram for skin color Cb/Cr channel upper row, Approximation of

joined histogram with gaussian distribution lover row; left lower corner [0 0],

right upper corner [255 255], y axis Cb, x axis Cr
BT 2.5 1 29
b 5 AR 5 &“ . =\

Figure 3.18 a) Skin samples 1 [15], b) Skin samples 2, ¢) Skin samples 3
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jained histagram of skin samples

Figure 3.19 Joint histogram of Skin samples 1

gaussian distnbution calculated by covariation matrix

g

go o

300

Figure 3.20 Gausian distributon of Skin samples 1




9

SFULT

ELEKI ROIECHND
A KOMUNIKATN
TECHHNOLDG

USTAV AUTOMATIZACE A MERICI TECHNIKY

Fakulta elektrotechniky a komunikacnich technologii

Vysoké uceni technické v Brné

28

3.1.5.3 Head detection with skin model

image
YCbCr

Cb, Cr

skin model

3

probability
image

72, tresholding,
! mophology close

binary
image

the bigest
area

Center, Major axis,
Minor Axis,
\ arientation

Eliptical
Area - Head

Figure 3.21 Head detection with skin model

The head detection with a skin model is a color based method. Both its
advantages and disadvantages are discussed in this section.

The image is converted from RGB to YCDbCr. Then, the response of a two-
dimensional normalized skin model is calculated. The response is called probability
map (probability that a pixel is a part of skin). Next, the probability map is
blurred, thresholded and morphologically closed (Figure 3.22). Then, the object with
the biggest surface is found. The biggest area is to be represented by the face, but in
order to reduce noise it is more convenient to interpolate this area. The elliptical

shape has been chosen for approximation. An approximated ellipse and original
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shape has the same second order moment (center, mayor axis, minor axis, rotation to

horizontal axis).

Figure 3.23 Detected head elliptic area with top and bottom cut off

3.1.6 White balance

The light compensation — white balance should be made for all color-based
methods under changing light condition. The color of an object is influenced by the
properties of the object’s surface and properties of the light (mainly dominant
wavelength). For a correct light compensation it is necessary to know the color of the
light illuminating the object. Generally speaking, if we want to get a color of the light
we have to know two things:

e color of the object under defined light condition

e color of the object under unknown light condition
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As a consequence, there is a condition to be met: there must be an object with
known color under defined light in the scene. The simplest way to obtain the color of
light is to take a picture of the object with neutral color (white or gray).

We used a white paper placed in the center of the image. The color of white
point has been extracted from the local area near the center of the image (Figure
3.24). Then light has been compensated by the equation (8).

A better way how to make a correct white balance is to send the color
information about the white point to a camera. The camera will process the white
balance faster and in the correct way (during image grabbing). It depends on the
camera manufacturer but there are always non-linear transformations (sensor
sensitivity, logarithmic conversion, gamma). The webcam (6.1) does not support any
function for manual white-point.

Another algorithm for white balance in unknown image was presented in the
source [1] . The white point is set as area of 5% pixels of image with the highest Y
channel. This algorithm has not been tested.

_IMG(:,:,x)

IMG'(:,:,x) = c (8)

C, color of white point

Figure 3.24 White balance with white point a) image before white

balance red cross white point, b) image after white balance
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3.2 PROPOSED ALGORITHM FOR HEAD DETECTION ON
GRAY-SCALE IMAGES

Using the algorithms (3.1) might be a problem under outdoor light conditions.
None of them (3.1 algorithms) is robust enough and fast enough for measure time of
blink (3.3.6.1) under outdoor light conditions. That's the reason why, a new
algorithm for head detection in gray-scale images has been proposed.

The proposed algorithm for finding face on gray-scale images consists of
three steps. The first step is a vertical head localisation, which is based on movement
detection. The second step is a horizontal head localisation, which is based on seven
face features. The last step is a template matching. The algorithms are described in
detail in sections 3.2.1, 3.2.2 and 3.2.3. In section 3.2.4 is described implementation

of proposed algorithm in OpenCV.

3.2.1 Vertical head localisation

The algorithm was proposed for video files. The main idea of the algorithm is
very simple: it is based on a movement detection.

The limitation of this algorithm is that it localises only one person (one
driver). On the other hand, small moving objects on the background are not a
problem for this algorithm, nor is it necessary to move to make this algorithm work.
The movements of our body cause bigger difference than a noise in differential
image. The algorithm is paused in each cycle (when waiting for a movement). An
acceptable result was obtained with a delay of 500 to 1000 ms. This delay would be

handled with multi-thread access in a real aplication.
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!_.' E‘I".‘EI. = S — it
Figure 3.25 a) source image, b) differencial image, c) segmented image, d)

sum of collums, e) head area

At first, we calculate a differential image. The differential image is the
absolute value of substraction of two frames in a row. As shown on Figure 3.25 b)
there is noise too.

Second step is a dynamical thresholding. This step is very important. The
calculation of the threshold value is shown on Figure 3.26. If threshold is very small
there could be a lot of noise and segmented area could be the whole image. This bad
result is eliminated by lowpass filter mentioned below Figure 3.27.

Thirdly, we process morphopigic dilation with circle mask and fill the
horizontal line. Area between two points in one line is segmented.

Fourthly, we eliminate the areas which are nearly and fully overexposed or
underexposed. These areas produce a lot of noise and if they are fully saturated they
do not carry any information

Next, summing each row of image is processed. The curve we get is shown
on Figure 3.26 d). This curve is normalized and thresholded with constant threshold
0.8. Then the face position and width is calculated from that bool vector with the
same length as the image’s height.

Lastly, we apply a lowpass filter Figure 3.27, equation (9) for eliminating
quick changes. We can do so because the speed of the head movement is limited and

also position of head is quite stable during driving.
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new
value

— -

img(n) img(n-1)

Figure 3.26 Head position and width calculation
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thresholding
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3.2.2 Horizontal head position

The method for horizonal head localisation is based on the seven face/head
features. Horizontal and Vertical features have been obtained both from the source.

Other features have been obtained experimentally. The face features are movement,

ny = new value + 0.5(new value — ny)

Figure 3.27 Lowpass filtr

output = i ny(9)
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head shape, haar features and variance of area. The Haar features and movement are

calculated from an integral image.

::he;tae?i face features ﬁnd—max.‘ max > threshold - > face
face max < threshold - > nonface

Figure 3.28 Horizontal head position

-

The integral image is a powerful tool when we want to calculate convolution

over a big area. We only need three sum operations for sum area of any size.

Speed of convolution with mask and with integral image
4000000
3500000 _ ><
c
o P
= 3000000 v
@
£ 2500000 ><
5] b
€ 2000000
5 .
© 1500000 —
) .
4 —+<— Smooth with mas
E 1000000 X ! y
2 500000 5 - ﬁ‘\—\fjnoo'Jh wigm/integral ir:a/ge
o X 74N 74N 74N 74N A
2 3 4 5 6 7
square mask size

Figure 3.29 Speed of convolution and integral image

,» The value of the integral image at point (x, y) is the sum of all the pixels
above and to the left

., The sum of the pixels within rectangle D can be computed with four array
references. The value of the integral image at location 1 is the sum of the pixels in
rectangle A. The value at location 2 is A + B, at location 3 is A + C, and at location
4is A+ B+ C+ D. The sum within D can be computed as 4 + 1 — (2 + 3). “[21]
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Figure 3.30 a) Calculation of integral image, b) calculation convolution

from integral image [21]

3.2.2.1 Movement

The integral image from the segmented image was calculated
(Figure 3.31 a)), followed by a response to Haar wavelet (difference white
area between black areas), shown on Figure 3.31 b). The response of

black/white areas si normalised according to the size of black/white areas.

Figure 3.31 Feature Movement a) segmented image, b) haar feature
3.2.2.2 Head shape

The response to Sobel edge operator from source image was

calculated. Then the convolution was calculated using head shape template
shown on Figure 3.32.

Figure 3.32 Head shape template
3.2.2.3 Variance of area

The variance of square area was calculated and compared to

variance of normal face. By means of experiment, we obtained a value of
variance of normal face — 0.6.
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3.2.2.4 Haar features

Four haar wavelets were calculated. The sizes of wavelets depend
on head size (3.2.1). The calculation is very fast because both the vertical

position and the head size are known and integral image (3.2.2.1) is used.

o B

Figure 3.33 Haar features, shape/response a) horizontal [28], b) vertical [28], c)
mouth, d) eye brow

1
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Figure 3.34 Typical feature response — left column haar features, right column —

movement, shape, variance, final response with maximum

The performance of the algorithm might be increased by adding more face
features. Clasificator with 7 face features is not reliable enough for face tracking.

On the other hand, this clasificator was not designed to detect a face in every
frame. The algorithm may not detect face at every frame but the detected areas are
very likely to be a face. The criterium of face/nonface is a value of the clasificator
response (Figure 3.34). The the clasificator response is a sum of all the features
(movement feature is multiplicated by two). The clasificator returns only faces with

response value higher than seven.
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3.2.3 Template matching

The template matching algorithm has been used for the face tracking. The
template of face was obtained with the algorithm for finding faces in grayscale
images (3.2.1). The face with the highest clasificator response is selected as face
template. The cvMatchTemplate function from OpenCV library was used. The input
to that function is a response of the Canny detector to template and response of
Canny detector to a grabbed image. The correlation between a grabbed image and the
template is computed by the equation (10) from reference [30].

_ Rccoeff(x,y)

Rccoeff_normed - Ty) (10)
Recoers (6,3) = ) [T'GE Y (e + %,y + ¥
xy

206y) = [ TGY? ) TG+ x,y+y)?
Z, Z,

3.2.4 Program in openCV

The proposed algorithm was implemented in C++ using Visual Studio 2010
Professional and openCV v2.1. The application consists of two different approaches
to face segmentation. Both algorithms are based on the algorithm for finding face in

gray-scale image.

face in
grayscale
template of fac color of face
template color
matching segmentation

Figure 3.35 Grayscale face detection
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3.2.4.1 Finding the face in grayscale

The algorithm was tested with a usb camera described in section 7.1. The
camera was placed in front of the face on the notebook lid. The distance between the
camera and the face was approximately 50 cm and the angle between horizontal line
and lens axis was about 15°.

A person was watching video on the notebook for 15 minutes. During this
time, 264 images of faces were obtained; the average grabbing rate was about 16
faces per minute. An average time of one iteration was about 40 ms (25fps).

Each cycle was paused for 100 ms. A delay of 100 ms was put to each
algorithm cycle. This delay is important for vertical head (3.2.1) detection because it

is based on movement detection.

. .
o
Al

. N

y
4
2P
: '{
4

1
t
q4Y

-
S s I

s .

I
-
g

-~ . -
e,
g Ny

-
-
y -

W S N g
i’; ‘.\.

Figure 3.36 Grayscale face detection
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3.2.4.2 Face color segmentation

The algorithm to face color segmentation is described in the section 3.6. The
cvBlobsLib v8.3 library was used together with OpenCV. The cvBlobsLib is a
library for regions labeling (an equivalent function to matlab regionprobes). There
are some differences between the program in matlab and openCV.

The ellipse approximation of the head segmented area was not used. Instead,
we used the morphological operation closing with rectangular shape. The size of the
rectangle is changing due to the head width.

Another change is that instead of the Gaussian skin model
dynamic thresholding was chosen. The threshold range depends on the face width.

The algorithm was tested only inside. The reason is that it is not possible to
control all camera parameters in openCV. It is not possible to turn off auto-white
balance, auto exposure and all other automatic functions which control color
correction. All these automatic functions should be turned off. We have not included
a different library in the project. The manufacturer of the camera does not provide
any driver for image grabbing.

Another problematic issue with color segmentation is that a part of the head
can be overexposed under outdoor light condition. The overexposed pixels do not
carry any color information. This problem cannot be solved only by using YCbCr
model because if all color channels (RGB) are overexposed, transformation to
another color model is useless. This problem could be solved by controlling the
camera exposition parameters. The exposition of the camera should be controlled
according to the overexposed pixels in the face area. It is necessary to find a face in a
gray-scale image and then set a proper exposition of the camera.
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Figure 3.37 Face color segmentation
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3.2.4.3 Template matching

image from
camera

3

detected face
in grayscale

canny edges

r

face with the
higest score

3

template

canny edges

template
matching

gaussian
smooth,

find
maximum

face possition

Figure 3.38 Template matching

This algorithm works with a frontal face image. The speed of the algorithm is

about 10 fps in debug mode. The template matching is not rotationally invariant, but

it

works well if the angle between vertical axis and head axis is less than 15°. The

scale in-variation has not been implemented, but it is not obligatory for car

application. The method could be scale invariant because size of head is known
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(3.2.1). This algorithm works well for gray-scale images and is invariant to strength

of illumination. This algorithm is very robust, easy to implement and fast.

ce:5.698756

ce:5.643869

ce:5._863355

ce:5.869558

Figure 3.39 openCV aplication

3.3 EXPERIMENT - TIME OF BLINK, FREQUENCY OF BLINK

These facial fatigue features have been chosen because they are widely used
[18] and their extraction is not very complicated in regard to the project‘s deadline.
The reasons for measuring the duration of blink and frequency of blinking with a
high frame rate camera (133 fps) was to provide evidence for a correlation between
fatigue level and these facial fatigue features. Another reason for making this
experiment was to determine the minimal possible fps for the camera to be used for
measuring average eye open/closure time, time of closed eye during blinking and
PERCLOS.

3.3.1 Laboratory equipment

As for the equipment, a personal computer with 2,8 i7 core processor and
4096 MB of RAM was used, along with a SICK Ranger C Camera and a DALSA

X64-CL iPRO frame grabber capturing video recorded in laboratory. This device is
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capable of a 133 frame per second rate in the resolution of 512x100 (gray-scale). We
have used a SICK acquisition interface software for grabbing frames and OpenCV
library v2.1 for saving video files to the harddisk. The video files were saved in

uncompressed .avi format.

Figure 3.40 Experiment enviroment a) camera, b) frame grabber, ¢) power

supply

3.3.2 The conditions of the experiment

Several experiments have been performed during the day and night. One
person has been tested in different fatigue states, which were determined on a
subjective basis. Relaxed 1 abd Relaxed 2 testing samples were recorded at midday
so that the probability of being relaxed is high. Tired and Very tired testing samples
were recorded after midnight when the probability of being tired is high. From all the
video files parts with blink events were extracted using the VirtualDub-1.9.11

program.
3.3.3 Iris center detection

The Hough transformation and the morphological operations have been used
for circle localisation (irises localisation). After that, a one-dimensional time-
dependent signal representing the degree of eyes closing has been calculated below.
All the video files were processed with Matlab. The speed of this algorithm was
about 2,2 fps.

In this algorithm Hough transformation for irises detection has been used.
Radius of iris was set manually so the output of Hough transformation is corners of

the center (X,y). Finding the edges was realized by a well know sobel operator. I also
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used eye morphology of the same kind as in EyeMap algorithm. The best result was
obtained with a morphology element of circle shape with radius of iris. The found
iris center is compared with the iris center found in the previous frame. | compared
the distance between the two iris centers and the intensity of the circle area around
the iris center. If the distance or change in intensity is greater than the threshold, the
new iris center is abandoned and the old iris center is the correct result. The threshold

for the distance is the iris radius.

grayscale
eye

edge (soby image \norphol ogy

binary grayscale
image image

AND

thresholding
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binary
image

hough
transformation
(circle)
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center
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(circle)

second iris
center

k.

Figure 3.41 Iris center detection

old iris

center \ distance
reduction ____ | iris center
/ intensity
new iris reduction

center

Figure 3.42 Iris center detection

With this algorithm it is possible to localize the iris center of an opened and a
closed eye. In order to do this it is necessary that both iris centers are localized
correctly in the first frame of the video. Algorithm will fail if there is a fast

movement of head during blink. In other cases algorithm works well.
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Figure 3.43 Iris center localisation
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3.3.4 Degree of opening

The degree of the eyes opening was calculated as a sum of intensity in the
circle area around the eye irises centers. The radius of the circle area was the same as
was used in section 3.1.5. Result is average of the two eyes areas.

For the calculation of eye opening degree we have tried the method of
template matching but the result obtained was not acceptable. Next method we tried
to use was the thresholding of the eye area but it suffers from a big noise. All blink
characteristics were normalized.

The one-dimensional time-dependent characteristics which represents the
degree of eyes closing was interpolated with Matlab function for linear interpolation
interpl. Interpolation was used in order to improve the accuracy of calculating time
intervals (ty, to, t3, t4). These times are described in section 6.5.2. These four times are
used for calculating the time of eye closing (t-t1), the time of closed eye during

blinking (ts-t;) and the time of eye opening (ts-t3) and time of blinking (t4-t1).
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Figure 3.44 Diferent blinks state Relaxed 1
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Figure 3.45 Diferent blinks state Very tired

3.3.5 Frequency of blinking

The frequency of blinking was also extracted. Another program for blink
event detection has been coded for that purpose. It was necessary to create a fast
algorithm capable of processing the thousands of frames. The program is based on
movement detection and summing. This algorithm is very simple, fast and very
robust. Its speed reaches about 50 fps.
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Figure 3.46 Frequency of blinking extraction
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3.3.6 The results of the experiments

3.3.6.1 Time of blink

The results of the experiments are shown as histograms in section 6.3. The
histograms show the different times (t1, t2, t3, t4) of blinking for different fatigue
levels.

Weighted averages of t1, t2, t3, t4 were calculated in order to remove noise
by using the equation (11). The Gaussian function (12) was used for calculation of
weights. It seems that all times (time of closing, eye closure duration, time of

opening, time of blink) are growing with growing fatigue.

Relaxed 1 | Relaxed 2 Tired Very tired
Time of closing [s] 0.0347 0.0219 0.0439 0.0612
Eye closure duration [s] 0.0792 0.0946 0.1081 0.1553
Time of opening [s] 0.0956 0.0693 0.1378 0.1436
Time of blink [s] 0.2157 0.1980 0.2969 0.3716
Number of blinks 23 36 17 36

Table 1 Weighted average of messured times

X = M(ll)

i=1 Wi

—(xr—)2
f0,0)==212)

Time difference [s] | Fps
Time of closing 0,0393 50,9
Eye closure duration 0,0607 32,9
Time of opening 0,0743 26,9
Time of blink 0,1736 11,5

Table 2 Minimum Fps between Relaxed 2 and Very tired
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The minimal fps (Table 2) which has to be used for measuring all blink times
with regard to Shannon-Nyquist theorem was calculated. In Table 2 you can see the
time difference between weighted average of state Relaxed 2 and state Very tired.

This experiment has proved that all times (t1, t2, t3, t4) of blinking are
changing according to fatigue level.

3.3.6.2 Frequency of blinking

The expected result of the frequency of blinking experiment was that the
frequency of blinking would increase due to growing fatigue level. The results of the
experiment were different. The time between a blink event was shorter in the state of
Relaxed 1 (Table 1) and Relaxed 2 (Table 1) than in the states of Tired and Very
tired. The histograms of the fatigue levels are shown in section 6.4. The main reason
for these results might be that the video of relaxed states was grabbed during a sunny
day. The eyes were drying faster than at night and started to burning. That is why the
time interval between blink event was shorter during a day. The different results
were expected. On the other hand, it seems that frequency of blink event is not

influenced only by fatigue level.
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4. CONCLUSION

41 TESTED IMAGE PROCESSING ALGORITHMS

The Matlab’s fuzzy toolbox was tested for face color segmentation. The
method is easy to implement. It consists of eight IFTHEN rules. The time of
computation is very long, though; that makes using of this algorithm in real-time
difficult. The algorithm is described in section 3.1.5.1. This algorithm was not
implemented in the final application.

Another algorithm for face localization is based on symmetry detection. This
algorithm compare features points obtained by the SIFT algorithm. The algorithm
and the results are described in section 3.1.2. This algorithm was not implemented in
the final application because an easier way for face segmentation was found.

Algorithms for mouth detection and for detection of eye reflections were also
tested. However, these algorithms are not robust enough for real application. There
are descriptions of this algorithms in sections 3.1.1 and 3.1.3.

Next, an algorithm for eye detection called EyeMap was also tested. This
algorithm is based on color transformation from the RGB to the YCbCr model and a
morphologic operation. It was tested under indoor light conditions with a common
webcam (6.1). Detailed description of the algorithm is in section 3.1.3.

Because this algorithm is based on color information it is necesary to balance
the white color correctly 3.1.6. This algorithm is not implemented in the final
application because in openCV it is not possible to control the exposition of the

camera.

4.2 PROPOSED ALGORITHM

We have the used C++ Microsoft Visual Studio 2010 Professional and
openCV v 2.1 and cvBlobsLib v8.3 in the final application. Two approaches for face
detection color segmentation and template matching were used. The extract of face
color and face template was processed with the algorithm for face finding in

grayscale image.
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One approach is based on the color of human skin. The color of human skin is
placed in a very small area in YCbCr color model. Advantages of color segmentation
are invariation to scale and rotation, easy implementation and short computing time.
Nevertheless, we encountered two issues. Firstly, incorrect white balance and
secondly, overexposed pixels in the face area. Both problems could be solved by a
possibility to control the camera exposition.

The other approach is based on template matching. Correlation is computed
between two responses of Canny detector. The first one is a face template obtained
by the algorithm for face finding in grayscale images. The second one is a grabbed
image from camera. This algorithm works for grayscale images with the rate of 10
fps. Detailed description is in section 3.2.3.

The algorithm for finding the face in grayscale image works with a record of
frontal face. The algorithm works at the rate of about 25 fps. This algorithm does not
succeed in finding the face in every cycle but there is a high probability that the area

found is the face. See the detailed description in section 3.2.

4.3 DRIVE FATIGUE

The main task of this work was extracting of driver fatigue characteristics. At
the beginning of the project, a number of biological papers on correlation between
driver’s fatigue and visual characteristics were studied. The most important fatigue
characteristics which can be extracted with camera is described in 6.5. It has been
found that to detect a fatigue of different drivers we have to monitor more than one
fatigue characteristics. We decided to measure blink duration.

Several experiments for measuring blink duration were done in laboratory
conditions. The video was captured under different fatigue states (during the day and
at night). The goal of the experiment was to prove a correlation between the time of
blink and fatigue level and calculate the minimal possible fps which could be used
for measuring blink duration. For this purpose we have used a grayscale camera
SICK Ranger C and DALSA X64-CL iPRO frame grabber. The camera and the
frame grabber were able to get images in the resolution of 512x100 with a rate of 133
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fps. The video was divided into parts with blink events. A degree of opening
characteristics from each video with blink was obtained. The algorithm is based on
the Hough transformation and morphological operation. The correlation between the
fatigue level and the time of blinking was proved. The time between blink events was
measured but the results differed from our expectations. Description of both

experiments and results are in section 3.3.6.

44 FINAL RESULT

The correlation between blink duration and the fatigue state has been proved
with a high frame rate camera under laboratory conditions.

The algorithm for face localization and eye localization in color images was
successfully tested indoors. Not all the problems with light compensation have been
solved.

The algorithm for face finding in gray scale has been tested together with
template matching with very good results. That algorithm is independent to color of
illumination, intensity of illumination and scale. The algorithm is not entirely
independent to head rotation. However, if the head rotation is smaller than 15°, the

results are acceptable.
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5. FUTURE WORK

The accuracy of the algorithm for face finding in grayscale could be
improved by adding more Haar features. Haar face features make up one of the most
powerful approaches for finding a face in grayscale images. The drawback is that the
creation of a robust classificator based on haar features is not a trivial task.

It is necessary to propose an accurate low-cost eye center tracker which will
be fast enough to register blink events.

Further research must be carried out on the correlation between driver’s
fatigue level and the responses of fatigue characteristics.

Also, it is important to consider whether the visual characteristics are reliable
enough for preventing micro-sleep events.

The project of extraction of driver’s fatigue characteristics could be
simplified by using stereo-pair of cameras for obtaining 3D information and using
additional IR light. Then, the location of the head and the eye could be solved more
easily. Other characteristics like nodding, gaze, yawning, etc. could be obtained

easily too. Another advantage of using two cameras is that we can increase fps.
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6. APPENDIX

6.1 TESTING SAMPLES

The testing videos have been taken with the color camera placed in the
vehicle interior. The camera has been mounted with rubber suction cup on the
windscreen. The distance between the driver and the camera was approximately 50
cm. The testing videos have been taken in two different cars under different daylight.

e resolution 1024x768
e format .avi
o fps10.
e auto-exposure disabled
e auto-white balance disabled
e compression disabled
The video of 30s of length is about 500MB large with these settings. Some of

the samples have been overexposed in face area. The video was processed with

VirtualDub-1.9.7 (rotation, changing resolution, file splitting).
, ~

Figure 6.1 Testing samples
For testing algorithms during implementation in Matlab and openCV, we
used a usb web cam Logitech C 270 with the maximum resolution of 1280 x 720
with 25 fps.
All the image processing experiments were run on notebook with Intel core 2
duo T5470 and 2048MB RAM and Windows 7 x86.




Vysoké uceni technické v Brné

USTAV AUTOMATIZACE A MERICI TECHNIKY

Fakulta elektrotechniky a komunikacnich technologii

56

6.2 DIVIDING OF FACE DETECTION METHODS [8]
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Figure 6.2 Face detection methods
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6.3 HISTOGRAMS OF BLINKS CHARACTERISTIC
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Figure 6.6 Very tired
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6.4 HISTOGRAMS OF PERIOD BETWEEN BLINK EVENTS OF
DIFFERENT FATIGUE STATE
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6.5 FATIGUE CHARECTERISTIC

6.5.1 Average eye closure/opening speed

., Average eye closure/opening speed is computed as arithmetic average of all




U, USTAV AUTOMATIZACE A MERICi TECHNIKY
@‘ _ Fakulta elektrotechniky a komunikacnich technologii 61

SFULT

b S Vysoké uceni technické v Brné

eye closure speed over a fixed time period* [21]

6.5.2 Perclos

“PERCLOS is the abbreviation "Percent Eye Closure", is the time of the eyes
closed refers to percentage of a specific time, and have P70, P80, EM three
measurement methods. P80 is considered the best indicator of people's fatigue.
Figure 46 shows the measurement principle of PERCLOS characteristic variables.
Figure curve in the process of eyes closed and opened for one time in change with
open degree, We can obtain the duration time of certain measuring extent of eyes
closed or open according to the curve , and then calculated PERCLOS value.tl is the
time of the eye from fully open to closed 20% , For the eyes completely open to
closed 80% is t2 , completely open to next open 20% is t3 ; the Completely open to
the next open 80% is t4.By measuring the value of t1 to t4 ,We can calculate the
value of PERCLOS. "[21]
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Figure 6.7 PERCLOS

6.5.3 Eye blink duration

“The eye blink duration is the time spent while upper and lower eye-lids are
connected. ... the typical eye blink duration is less than 400ms on average and

75ms for minimum. For this reason we used Tprowsy =400ms  and Tgjeeping =800ms.
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Drowsiness Level Description
Awake Blink durations < Tppye.
Blink durations = T .. and Blink
Drowsy ot " Drowsy :
durations < Tgppige
Sleeping Blink durations > Tgppine

6.5.4 Blink frequency

“Validation of Electrooculogram for fatigue detection using EEG and self-
reported drowsiness. Blink behaviour changes with increasing fatigue, but large
individual differences.” [22]

., The majority of researchers agree that the rate of eye blink changes with the
degree of mental workload, yet the question on how eye rate changes, still needs

further investigation and clarification.” [23]

6.5.5 Pupilometry

“Research has shown that there is a strong relationship between sleep
deprivation, pupil size, and pupil stability. A well-rested individual can maintain
constant pupil size in darkness for 15 minutes. As you become more sleep deprived,
your pupil size will become less stable. It fluctuates (or oscillates) becoming subtly
bigger and smaller rather than maintaining its size. Moreover, your pupils overall
size will shrink, perhaps reflecting fatigue in the task of maintaining the larger size.
Therefore, both pupil size and stability can objectively identify sleepiness and sleep
deprivation. Pupillometry is not widely used, however, as it is mostly a research tool

with the equipment not available much beyond this setting.” [24]

6.5.6 Iris excentricity

“The degree of eye opening is characterized by the shape of pupil. It is
observed that as eyes close, the pupils start getting occluded by the eyelids and their
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shapes get more elliptical. So, we can use the ratio of pupil ellipse axes to

characterize degree of eye opening.” [18]

6.5.7 Head position (nooding)
“The head position sensor system MINDS (Micro-Nod Detection System)

proposed by ASCI is conceptually designed to detect micro-sleep events occurring in
association with head nodding by assessing the X, y, and z coordinates of the head
through conductivity measurements. ... However, micro-sleeps also occur in the

absence of obvious head nodding. “ [25]

“Head nodding monitors also exist however, this type of feedback may not
alert the driver in ample time to prevent accidents and therefore, may not be useful
for road safety application.” [26]

6.5.8 Eye gaze (blank stare)

“Gaze has the potential to indicate a person’s level of vigilance. A fatigued
individual tends to have a narrow gaze. ”’[38]

Eye gaze from 2D with IR light

6.5.9 Detect Micro sleep even

“Fye-gaze data appears to contain information about microsleep events
several seconds before the real event takes place. Figure 6 illustrates a recording
that includes a microsleep event. Approximately 10 seconds before the microsleep
event occurs, the pupil diameter shows a slowly fluctuating pattern correlated to no
change (blank stare) in the eye-gaze coordinates. Closer to the microsleep event the
pupil diameter decreases and the eye-gaze coordinates are drifting until the eyes are
closed. Especially interesting is the behavior of the eye after the second eye closure
event, which was cut short by an accident. Immediately after the accident, a sharp

increase in the pupil diameter occurred in connection with rapid oscillations in the
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eye-gaze coordinates. This is the typical pattern for a person who is suddenly

aroused by the accident and tries to re-orient himself. ’[25]

Vimein seconds |‘ }I

Eyen Clomed
Aciadent
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