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the topic have been explored, but no universal framework is yet known. The aim of this article 
is to review some previous studies on data-driven housing market segmentation methods 
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1. Introduction 
The segmentation of the housing market can be 
roughly defined as the classification of all real estates 
on the market into smaller groups, known as 
submarkets or segments, in such a way that all estates 
in the given segment have the same or similar values 
of housing characteristics, but different values in 
comparison with estates in another segment. This 
means the low entropy in housing characteristics is 
present within estates of one particular segment, but 
high entropy is present among estates in two different 
segments.  
 The motivation behind the housing market 
segmentation lies in the heterogeneity of the real 
estate market. According to the theory of revealed 
preference, the preferences of each consumer are 
projected to his internal valuation of each specific 
good, and therefore the utility function can somehow 
be determined by the observation of purchasing 
habits. Hedonic pricing extends this theory to 
heterogeneous goods. Similarly, as the utility function 
can be determined by observation of purchasing 
habits, the value of each characteristic of 
heterogeneous goods can be determined by 
observing the willingness to pay for that characteristic 

through the prices (Rosen, 1974), as every consumer, 
whether consciously or subconsciously, compares the 
utility for each housing characteristic with given price 
and available substitutes. The hedonic valuation 
function can be defined as 𝜋 𝑧, 𝜌 , where 𝜌 is a vector 
of hedonic regression coefficients, and 𝑧 is a 
characteristics vector representing the quantity of 
each characteristic. Assume 𝑈 be an (infinite) set of all 
possible locations in the particular market. The spatial 
heterogeneity is the possibility to have different 
regression coefficients 𝜌  and 𝜌  for different 
locations 𝑢, 𝑣 ∈ 𝑈. If we keep 𝜌  constant for all 𝑢 ∈ 𝑈, 
we may encounter aggregation bias (references to 
related studies can be found in Usman et al.,2020), i.e., 
invalid valuation assumption about constant values for 
all housing characteristics in each location 𝑢, in other 
words, assuming one spatial equilibrium for the whole 
market. This may apply also for the structural 
heterogeneity (e.g., two characteristically very distinct 
apartments in the same building). 
 In housing market segmentation, we distinguish 
between two basic approaches: a priori segmentation 
(also known as ad hoc or subjective segmentation or 
experience-oriented segmentation), and data-driven 
segmentation (also known as objective segmentation) 
(Usman et al., 2020). A priori segmentation is based on 
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subjectively predefined criteria (e.g., geographically or 
administratively defined boundaries, postal codes, 
boundaries defined by local experts). On the contrary, 
the data-driven approach utilizes data-science to find 
such segments by observing latent structures in the 
input data. The a priori approach is not very scalable 
as there is a need for a human expert to manually 
delineate segments and update each particular 
information when it is going to deprecate. However, 
most of the critique is directed to the arbitrariness and 
non-scientificness of the a priori approach (Usman 
et al., 2020), which brings a data-driven approach to 
the foreground of current housing segmentation 
research. 
 The segmentation itself is, in most cases, an 
application of clustering (Shi et al., 2015), the 
statistical method of determining groups of similar 
objects. There are many clustering algorithms with 
various properties and different approaches to how 
the clusters are formed. From the high-level 
perspective, the algorithms can be divided into 
categories by the way how they form clusters (e.g., by 
distance from the mean, by the density of neighbors, 
utilizing probability theory). Each approach has its 
pros and cons, which should be taken into account 

when the particular algorithm is being chosen. This 
article reviews some popular algorithms, highlights 
their pros and cons, and references some applications 
in housing market segmentation for each of them. The 
aim is to compare the categories of algorithms 
concerning the questions about possible shapes of 
clusters, fuzziness possibilities, overlapping of 
segments, and their hierarchical structure to analyze 
the way the submarkets nest. In the end, the 
discussion tries to summarize the findings.  
2. Fundaments of clustering 
Clustering can be defined as classifying data points 
𝒙𝒏 ∈ 𝑿, where 𝑿 𝒙𝟏, 𝒙𝟐, … , 𝒙𝑵  is an input dataset, 
into 𝑲 clusters 𝑪𝟏, 𝑪𝟐, … , 𝑪𝑲such that for each cluster 
𝑪𝒌 and data point 𝒙𝒏, we have a membership function 
𝛍𝒌 𝒙𝒏 ∈ 𝟎, 𝟏  indicating strongness of inclusion 𝒙𝒏 
into cluster 𝑪𝒌. The clustering of a sample 𝒙𝒏 can be 
also expressed as a vector of sample inclusion into 
each cluster: 
𝒘 𝒙𝒏 𝜇 𝒙𝒏 , 𝜇 𝒙𝒏 , … , 𝜇 𝒙𝒏

𝑤 , 𝑤 , … , 𝑤  (1) 

And similarly, the inclusion of each point to a 
particular cluster can be represented as a matrix 

  

 𝑊 𝑋

𝒘 𝒙
𝒘 𝒙

⋮
𝒘 𝒙

𝜇 𝒙 𝜇 𝒙 ⋯ 𝜇 𝒙
𝜇 𝒙 𝜇 𝒙 ⋯ 𝜇 𝒙

⋮ ⋮ ⋱ ⋮
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𝑤 𝑤 ⋯ 𝑤
𝑤 𝑤 ⋯ 𝑤

⋮ ⋮ ⋱ ⋮
𝑤 𝑤 ⋯ 𝑤

 (2) 

 
For all data pointsx ∈ X, the sum of membership 

into each cluster should be equal to 1. Formally: 
∑ 𝜇 𝒙 ∑ 𝑤 1 for all 𝑛 ∈  1, 𝑁  (3) 

From the perspective of the co-domain of 
membership function𝜇, the clustering methods can be 
split into hard clustering (or crips clustering) and soft 
clustering methods. Soft clustering is based on the 
fuzzy-set theory, such that each data point 𝒙 can 
belong to more than one cluster 𝐶 , where the 
strongness of membership is indicated by 𝜇 𝒙  or 
𝑤 .Hard clustering is a special case of soft clustering. 
It is based on crisp-set theory (x either belongs to the 
cluster or not, i.e., the codomain of μ is restricted to 
0, 1 ), and the membership of data point to a cluster 

is exclusive, i.e., the equation (3) still holds. Formally, 
the membership function 𝜇 for the hard clustering can 
be defined as: 

𝜇 𝒙 𝑤  1 iff𝒙 belongs to cluster𝐶
 0 otherwise

 (4) 

This means 𝑤  is 1 if 𝑛-th example is contained in the 
𝑘-th cluster, 0 otherwise. 
3. Base clustering algorithm types used in housing 
market segmentation 
3.1. Centroid-based clustering 
This type of clustering is based on the measuring 
distance from 𝒙  to c via δ , where c  is the centroid 
of the cluster C , and δ  is a distance function to that 
centroid. The centroid can be seen as some 
representative data point for the particular cluster. 
Usually, δ  measures distance as the Euclidean, 
Minkowski, or Manhattan distance. 
3.1.1. K-means algorithm 
From the view of the membership function μ, the 
algorithm performs hard clustering, as it always 
assigns just one particular cluster C  to the data point 
x , so that the centroid of the cluster is the nearest 
centroid of all clusters to the point x .This basically 
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forms clusters as Voronoi cells, which is a big 
advantage in simplicity and interpretability, but also a 
big disadvantage - we cannot fit non-convex shapes 
of clusters and/or detect outliers. In K-means, the 
centroid of a cluster is computed as the mean of all 
data points belonging to that cluster. 
 Each iteration of the algorithm proceeds in two 
steps. First, it assigns all data points to clusters given 
by current centroids c , c , … , c . In the second step, 
the position of centroids is reevaluated, and the 
particular update for each of them is calculated 
accordingly. The algorithm ends when the required 
number of steps is completed or when some 
convergence criteria is fulfilled (e.g., negligibly small 
movement of centroids).The learning process lies in 
the minimization of the following objective function: 
∑ ∑ 𝑤 𝛿 𝑥  (5) 
where𝑤 can be seen as an indicator function. 

This algorithm was also used in the first housing 
segmentation framework considered by Bourassa 
et al. (1999), where the clustering was performed over 
PCA identified factors. Although the K-means 
algorithm is very simple and has strong assumptions, 
it is still used nowadays. For example, Calka (2019) 
proposes the two-stage model, where K-means is 
used to cluster by housing characteristics in the first 
stage, and then the geostatistical approach to 
incorporate spatial dependence in the second stage. 
Moreover, in most cases, the K-means algorithm 
serves as a basis clustering algorithm for comparison 
when any new segmentation algorithm arises (e.g., 
Hwang & Thill, (2009); Wu et al., (2018); Liu et al., 
(2021); Chen et al., (2021)). 
3.1.2. Fuzzy C-means algorithm (FCM) 
This algorithm proceeds in a similar way as K-means, 
except for the fact that the distance to all centroids is 
assumed for each data point, not just the nearest one. 
The objective function is defined as: 
∑ ∑ 𝑤 𝛿 𝑥  (6) 
where the hyper parameter m ∈ 1, ∞ is a fuzziness 
exponent (or fuzzifying factor).  

The higher the value of 𝑚 the more fuzziness is 
allowed. Note that when m  1, we obtain the same 
objective function as in the case of K-means. 
Malinowski et al. (2018)compare several clustering 
algorithms, including both K-means and FCM. In that 
study, K-means slightly outperformed the FCM 
algorithm. On the other hand, Hwangand Thill (2009) 
conclude that the fuzzy C-means algorithm provides 

better results than K-means. 
Shi et al. (2015) uses an adapted version of FCM 

with a homogeneity index, which acts as some sort of 
filter to delineate outliers and make clusters more 
homogeneous. The approach is very simple and 
general. 
3.2. Density-based clustering (model-based 
clustering) 
In this type of clustering, the distance of the data 
points x ∈ X is also assumed, but in another manner, 
where there are no such representants as centroids, 
and rather the distance between individual points is 
assumed. The idea is that the cluster should be a more 
contagious area with a higher density of points. This 
means that the close data points are more likely to be 
similar, hence more likely to form a cluster, and vice 
versa. This allows density-based clustering methods to 
fit non-linear shapes of clusters and identify outliers 
more easily as standalone distant points from the 
others. Moreover, the hyperparameter K is no longer 
needed as the algorithms can figure the 
corresponding number of clusters itself, i.e., K is no 
longer an input but an output. 
3.2.1. Density-Based Spatial Clustering of 
Applications with Noise (DBSCAN) 
The algorithm proceeds by identifying the core points 
in the first step. The data point x  is the core point if 
there are at least minPts other points in the ϵ distance 
from x .The non-core points are then connected to 
the core points if there is at least one core point in the 
ϵ distance, i.e., the core point is directly reachable 
(Ester et al., (1996)).The remaining points are classified 
as noise (outliers). 

The problem with this algorithm is that each cluster 
might have a different density, therefore it is hard to 
find proper ϵ and minPts hyperparameters.This is 
bypassed in successive algorithms like OPTICS, which 
is similar in nature but addresses this problem via 
sorting by spatial closeness. 

For example, Guoet al. (2012) employed DBSCAN 
to analyze time series and found specific clusters of 
growth associated with policy changes in real estate 
markets in China. This is not a housing market 
segmentation problem as presented here, but still 
worth mentioning as a higher-level segmentation 
method useful for identifying similar cities according 
to their real estate market growth in time. 
3.2.2. Density-Based Spatial Clustering (DBSC) 
This kind of algorithm can distinguish between the 
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spatial proximity of the data point and its attributes. In 
the first phase, it utilizes Delaunay triangulation and 
several metrics to detect long edges, which are later 
removed. In the second phase, attribute similarity is 
assumed, which means Euclidean attributes distance is 
computed between neighboring points to determine 
borders between clusters (two points might be 
neighbors, but if they possess very different attributes, 
they are very unlikely to be in the same cluster). This 
algorithm was proposed in Liu et al., (2012), while in 
Wu et al. (2018), it was used for housing market 
segmentation along with geographically weighted PCA 
(GWPCA). It was shown that DBSC outperforms the 
basic K-means approach. 
3.3. Distribution-based clustering 
Distribution based clustering is a probabilistic type of 
clustering, i.e., the clusters are represented by 
probabilistic distributions and the learning proceeds 
by fitting parameters of those distributions so that the 
likelihood of the generative model is maximized (the 
probability that data point x ∈ X comes from the 
specific cluster C ).This kind of clustering allows for a 
higher level of flexibility because of the flexibility of 
probabilistic modeling. The probability theory itself 
does not specify how to solve the problems, but 
rather provides the theory for model composition. If 
the model is analytically intractable, various 
algorithms may be used. They are divided into two 
distinct groups: deterministic such as EM (Expectation-
Maximization) or Variational Inference, and non-
deterministic/probabilistic – like Monte-Carlo 
simulation methods. 

Liu et al., (2018) uses the Bayesian approach, where 
the presence in a particular cluster is present as the 
prior belief, and the clusters themselves are 
represented by multivariate Gaussian distributions. 
There is also a comparison with the K-means 
approach, which is outperformed. 
3.4. Connectivity-based clustering (hierarchical 
clustering) 
This type of clustering extends the basic 
representation of membership (let us recall the matrix 
W) with a hierarchical structure between all clusters. 
This structure can be represented as a tree from the 
data modeling perspective (among hierarchical 
clustering methods, the term dendrogram is used for 
the plot of that tree). The connectivity-based 
algorithms can be divided according to which side of 
the tree the hierarchical structure is constructed. The 
divisive approach (top-down, i.e., from the root to the 

leaves) begins with all points under one big cluster 
which is gradually divided into smaller subclusters, 
and the agglomerative approach (bottom-up, i.e., 
from the leaves to the root), where each point 
represents its own cluster (singleton) in the beginning, 
with gradual merging to form higher-level clusters. 
Various criteria can be applied to compare specific 
clusters to form a tree. For example, variance (e.g., 
Ward's minimum variance method used in Bourassaet 
al., (1999); Calka (2019), entropy and the probability 
that the clusters were obtained by the same or very 
similar random process in Liuet al., 2021), etc. 

This kind of clustering can also serve as an ancillary 
method for other clustering methods, so that own 
clusters are constructed with different clustering 
methods, and next the hierarchical clustering is 
performed to obtain a hierarchical structure of 
previously constructed segments. For example, Liu 
et al., (2021) use distribution-based clustering to 
construct segments, and then another algorithm, 
based on agglomerative technique with Bayesian 
hypothesis testing, is utilized to obtain a hierarchical 
structure for previously obtained clusters. 
3.5. Population-based clustering 
Generally, population algorithms are founded in 
managing a population of individuals, where each 
individual acts as a solution to a given problem. This 
approach of a whole population of solutions should 
overcome the problem of getting stuck in local 
minima (or maxima) upon classical algorithms, where 
usually only one solution is initialized, and then 
modified through several iterations (Talbi, 2009). 
3.5.1.Evolutionary clustering methods 
Evolutionary algorithms (EA) are inspired by the 
evolution process, where mostly the strongest 
individuals (solutions, in the case of EA) survive. At the 
beginning, a population with solutions is initialized 
(see p. 193 in Talbi, 2009). Then, in consecutive 
iterations, the population is modified by operators to 
produce a new generation. The main operators used 
within EA are selection, crossover, and mutation. 

The same principles apply for the genetic 
algorithms (GA) as a subclass of EA. Manganelli et al., 
(2015) uses geographically weighted regression for 
preliminary segmentation and genetic algorithm for 
identifying marginal contribution of submarkets, but 
they did not find a huge improvement over multiple 
linear regression. 
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3.5.2.Swarm-intelligence based clustering methods 
The swarm-intelligence based algorithms are mostly 
inspired by collective intelligence occurring in nature 
(e.g., ants, bees, birds). The algorithms usually operate 
by simulating the swarm of individuals living in a given 
environment, possessing their internal states, allowing 
to change these states by observing surroundings, 
action triggering, etc. 

Chen et al., (2021) introduces a housing 
segmentation method based on the swarm-inspired 
projection (SIP) algorithm. The SIP algorithm is based 
on the way doves seek crumbs. The results provide 
better performance for Taipei's market compared to 
the K-means approach. 
3.6. Affinity propagation clustering 
This is also quite a novel approach introduced by Frey 
and Dueck (2007), based on “passing messages” 
between data points to measure mutual attractivity. 
Similarly to density-based clustering methods, this 
method does not require the number of clusters to be 
specified. When it comes to its application in housing 
market segmentation, we found only Hu et al., (2022), 
who used a combination of geographically and 
temporally weighted regression (GTWR) and affinity 
propagation clustering. 
3.7. Constrained clustering (semi-supervised 
learning clustering) 
According to the input data, the methods of data-
driven clustering can be divided into two distinct 
categories. First are unsupervised learning methods, 
where the input data does not contain any prior 
information or domain knowledge; these have all been 
introduced earlier. Sometimes, if we have some 
intuition regarding the problem, we may want to 
explicitly specify some prior knowledge, constraint, or 
domain to help an algorithm proceed faster by 
limiting the searched state space. This is the case of 
constraint-based or semi-supervised clustering 
algorithms, which are, in most cases, derived from 
unsupervised clustering methods. In that sense, 
constraint-based clustering is a mix of data-driven and 
a priori segmentation approaches, as constraints are 
specified manually by an expert. 

For example, Zhang et al., (2022) uses a 
constrained-based clustering approach, where 
constraints are represented as a set of functions with 
conditioned values. These constraints can incorporate 
economic rationality resulting from the economic 
theory, like transportation advantage in the above-

mentioned example. 
For housing market segmentation, it is typical to 

use some spatial constraints (as submarkets are 
assumed to be spatially contiguous). The previously 
mentioned DBSC algorithm is an example of such a 
case, as it uses Delaunay triangulation for spatial 
coordinates (Wu et al., 2018), which can be 
understood as spatial constraining. The next example 
of spatial constraining can be found in the approach 
of Royuela and Duque (2013). Similarly, Kryvobokov 
(2013) uses Voronoi cells (also known as Thiessen 
polygons) around each determined centroid based on 
spatial location. 
4. Discussion 
The advantages, disadvantages and examples of 
algorithms for each clustering approach are 
summarized in Table 1. The properties of the desired 
algorithm should be considered when using any 
clustering method for housing market segmentation. 
This depends on the structure of a particular market 
and the requirements for such a segmentation. For 
this reason, we should discuss the algorithms 
concerning what shapes of clusters they can fit; 
whether or not it allows fuzziness, and if so, how the 
overlapping can be measured. Next, we might also be 
interested in the hierarchical structure between 
segments to make a deeper analysis of the market 
structure. 
4.1. Shape of the clusters 
According to the shape of the clusters, the algorithms 
can be divided into those that can fit arbitrary shapes 
of clusters and those that cannot. This is summarized 
in Table 1 in Liu et al. (2012) for more algorithms than 
presented in this paper. For centroid-based 
algorithms, it can be clearly stated that they cannot fit 
arbitrary shapes based on the principle of how they 
work; moreover, the number of clusters should usually 
be explicitly given (at least in the case of K-means and 
FCM).This is an advantage of density-based 
algorithms, such as DBSCAN and OPTICS, or more 
advanced DBSC, which can fit arbitrary shapes and 
implicitly find out the number of clusters. However, in 
Malinowski et al. (2018) the OPTICS was outperformed 
both by simpler K-means and FCM, which had been 
mentioned above, and therefore the overall advantage 
of density-based over centroid-based algorithms 
cannot be stated. Distribution-based algorithms can 
lie somewhere in between because, in theory, the 
arbitrary shape can be represented by a specific 
probability distribution or a mixture of distributions, 
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though this is quite impractical, as finding proper 
distribution(s) manually may be exhaustive. In many 
applications, only Gaussian or other symmetric 
distribution is assumed (e.g., Liu et al., 2021).From the 
data point of view, the choice of the algorithm should 
depend on what subset of data we want to use for 
clustering. For internal housing characteristics, it can 
be sufficient to pick K-means or FCM. An example of 
such usage is Calka (2019). However, if we want to 
cluster on spatial location, we have to make a strong 
assumption that clusters are convex (because of the 
nature of Voronoi cells) and possess rather circular 
shapes than elongated ones. Novel approaches, such 
as swarm-intelligence-based clustering (such as Chen 
et al.,2021) and constraint-based clustering (such as 
Zhang et al., 2022), should be more deeply explored 
and compared with "classic" approaches. For these 
reasons, an "ideal" clustering algorithm cannot be 
easily chosen according to cluster shape criteria. 
4.2. Fuzziness 
In the real fuzzy world, there are usually no obvious 
borders separating the segments, but rather smoother 
transitions. For example, it is very difficult to say where 
the urban part ends and the suburban or rural part 
begins. Although there can be a strict administrative 
boundary, it might not hold true for the market 
segments (as mentioned in: Wu et al., (2018); Usman 
et al., (2020), and Shi et al., (2015)), and there can 
rather be a mixture of overlapping submarkets in 
some sense. For this purpose, the soft/fuzzy clustering 

techniques provide a solution to classify each data 
point to a cluster, with some weight of membership. 
As the fuzzy clustering allows multiple memberships 
for each data point, the overlapping of segments 
should be somehow evaluated (for example, 
overlapping measures introduced in Hwang and Thill 
(2009), or studies referenced in Usman et al. (2020)). 
Fuzzy clustering might have more sense for real-world 
applications, but on the other hand, the problem of 
fuzzy clustering might be validation, as we are not 
usually familiar with the true membership distribution 
(some approaches are discussed in Hwang and Thill 
(2009). The next issue might be in the availability of 
fuzzy clustering algorithms, as most algorithms 
(including the ones presented here, except FCM) only 
perform hard clustering. 
4.3. Hierarchy 
The hierarchy between clusters allows for displaying 
submarkets in the different levels of granularity, thus 
allowing the hidden structure of the market to be 
explored. Goodman and Thibodeau (1998) point out 
that there might be housing characteristics that 
involve the nested structure of the market segments 
(e.g., particular segments around some school districts 
might be considered as a single superior segment in 
the higher-level point of view).There can be also a 
problem with validation as the ground truth for the 
hierarchy is not usually available (for example, Liu et 
al., (2021) compares the obtained structure with an 
urban plan).

 
Table 1 

Summary of clustering approaches 
Method Advantages Disadvantages Examples of algorithms 

Centroid-based 

 Simple, fast, and 
straightforward. 

 Can incorporate fuzziness. 

 There is no natural way to detect 
outliers. 

 Restricted to data where centers 
(centroids) are easily 
distinguishable. 

 Cannot fit arbitrary (non-convex) 
cluster shapes. 

 K-means 
 Fuzzy C-means 

Density-based 
clustering 

 Outlier detection as a side 
effect of clustering. 

 Number of clusters is 
determined by the 
algorithm. 

 Arbitrary cluster shapes. 

 The determined number of clusters 
might not correspond to our 
expectations (e.g., too many 
clusters are determined). 

 DBSCAN 
 OPTICS 

Distribution-
based 

 Higher flexibility – model 
can be explicitly defined to 
incorporate problem 
specifics. 

 We can determine the 

 Computationally demanding. 
 Mispecified model might lead to 

unexpected results. 

 Expectation-
Maximization 

 Variational Inference 
 Monte-Carlo 

simulation 
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strongness of cluster 
membership via probability. 

Connectivity-
based 

 Detects hierarchical 
structure. 

 Outlier detection is quite 
problematic. 

 Ward’s method 

Population-based 

 Promising for the future – 
simulation might somehow 
mimic the behavior of real 
estate markets more 
precisely. 

 Currently rather experimental – no 
standardized and well-proven 
libraries available. 

 Usually, a population-based 
algorithm is tailored to solve a 
specific problem, i.e., it requires 
deeper knowledge to implement. 

 Genetic algorithms (or 
Evolutionary in 
general) 

 Swarm-intelligence 
based algorithms 
(Swarm inspired 
projection, Ant/Bee 
Colony Optimization, 
…) 

Affinity 
propagation 

 Can detect the number of 
clusters on its own. 

 Arbitrary cluster shapes. 
 Prone to algorithm 

initialization. 

 As in the case of density-based 
algorithms, the number of 
determined clusters might be 
higher than expected. 

 AP is an algorithm 
itself 

Constrained 
clustering 

 Similarly, as distribution-
based clustering, there can 
be some domain knowledge 
incorporated. 

 The constraints might be market-
specific; in that case, it requires 
constraints to be specified and 
validated for each market. 

 Basically any 
unsupervised 
clustering algorithm + 
defined constraints 

Source: own study. 
 
5. Conclusion 
In this article, several algorithms for clustering in 
housing market segmentation have been described. 
Although the lists of algorithms and referenced 
literature are not very exhaustive, the main clustering 
approaches have been presented. Unfortunately, there 
is still currently no universal method proven to work 
indifferent market conditions, but a gradual 
development of the methods can be observed, which 
is probably the effect of three things, i.e.: first, 
knowledge of the problem has deepened over time; 
second, the improvement in computational methods; 

and last, the rise of data availability. What is very 
common for modern segmentation approaches is that 
they try to distinguish between spatial proximity and 
attribute similarity right in the clustering algorithm 
(e.g. Liu et al., (2021), Liu et al., (2012) extended by Wu 
et al., (2018)), or at least process the two separately as 
Calka (2019). This distinction is understandable seeing 
as how there is no guarantee that both can be 
weighted equally, so this is probably the right way to 
go about designing a housing market segmentation 
algorithm nowadays. 
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