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Abstract. Frequency limited model order reduction al-
gorithm presented by Wang & Zilouchian for discrete-time
systems provide unstable reduced-order models and also do
not provide a priori error bound formula. Many stability-
preserving model order reduction algorithms were presented;
however, these methods produce significant approximation
errors in the desired frequency interval. An improved al-
gorithm of model order reduction for the discrete-time sys-
tems is presented. The proposed technique gives the stable
reduced-order model and also provides less approximation
error as compared with other algorithms and also provides
the formula for the frequency response a priori error bound.
Numerical examples provided at the end of the section show
the efficacy of the proposed technique.
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1. Introduction
The process of model order reduction (MOR) is to re-

duce a system from higher-order to its lower order for ease in
simulation, analysis, and design of complex systems, filters,
controller and circuits, antennas, sensor networks [1–4]. Bal-
anced truncation (BT) [5] is a common and useful scheme
to get a stable reduced-order model (ROM) for an origi-
nal stable system. Moreover, this scheme also has an error
bounds formula. However, it uses full frequency interim to
get ROM. This encourages the introduction of the frequency
weights to performMOR. Enns [6] extended thework of BT’s

technique [5] to incorporate frequency weights. Enns [6]
methodmay use single-sided (input/output) and double-sided
weights. It gives stable ROM when using only single side
weights, whereas, with double-sided weights, stability is not
guaranteed. To overcome the problem of Enns [6], many
other techniques are given in the literature [7–13].

In some applications, a particular frequency range is
of interest. Wang & Zilouchian (WZ) [14] proposed a lim-
ited frequency technique for discrete-time systems without
explicit weights. It can yield unstable ROM, and no a priori
error bound formula exists.

To overcome the problem of WZ’s [14], Ghafoor &
Sreeram (GS) [15] proposed two methods to guarantee the
stability of ROM by inducing some variation in input and
output related matrices to ensure positive/semi-positive defi-
niteness of some input and output related matrices. Later on,
Imran & Ghafoor (IG) [16] proposed a technique to ensure
positive/semi-positive definiteness of some input and out-
put related matrices to get a stable ROM. The work in [15]
and [16] guarantees the stability of ROMs and carry a priori
error bounds; however, due to extensive variation in input
and output related matrices, these methods produce large
approximation error and error bound.

In this paper, new measures are proposed to ensure the
positive/semi-positive definiteness of the input and the output
related matrices by introducing some modifications to the
input and output related matrices for discrete-frequency lim-
ited Gramians based model reduction. These modifications
equally affect the negative eigenvalues, which minimize the
variation in these matrices. The stability of ROMs are guar-
anteed and a priori error bound formula exists. Simulation re-
sults show that the proposed method not only ensures the sta-
bility of ROMs but also provides better approximation results
as compared with other methods in the desired frequency
interval, which shows the efficacy of the proposed scheme.
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Elementary operators Terminology
G(𝑧) C(𝑧I − A)−1B + D ⇔ state-space realization {A, B, C, D}

ROM Gtr (𝑧) Ctr (𝑧I − Atr)−1Btr + Dtr ⇔ state-space realization {Atr , Btr , Ctr , Dtr }
P̄c > 0 Positive definite controllability matrix
P̄c ≥ 0 Positive semi-definite controllability matrix

P̄T
c Transpose of matrix 𝑃̄T

c
P̄∗

c Complex conjugate transpose of matrix P̄∗
c

|P̄c | Modulus of matrix |P̄c |
𝜆̄𝑖 [P̄c ] Eigenvalues of matrix |P̄c |
𝜎̄𝑖 [P̄c ] Singular-values of matrix |P̄c |

𝑝 ↦→ ∞∥𝑥 ∥∞ := max |𝑥𝑖 | Infinity- norm (maximum norm)∑𝑛
𝑗=1 𝜎̄ 𝑗 𝜎̄1 + 𝜎̄2 + 𝜎̄3 + ... + 𝜎̄𝑛

Tab. 1. Elementary operators and terminologies.

2. Preliminaries

2.1 Elementary Operators and Terminologies
Table 1 briefly summarizes some elementary operators

and their terminologies used in this paper.

2.2 Balancing MOR Techniques
Consider a discrete-time system be given as:

x[𝑘 + 1] = A𝑥 [𝑘] + B𝑢[𝑘], (1)
y[𝑘] = C𝑥 [𝑘] + D𝑢[𝑘],
G(𝑧) = C(𝑧I − A)−1B + D (2)

where {A ∈ R𝑛×𝑛,B ∈ R𝑛×𝑚,C ∈ R 𝑝×𝑛,D ∈ R 𝑝×𝑚} is its
𝑛th order minimal realization with 𝑚 number of inputs and 𝑝
numbers of outputs. The ROM

xtr [𝑘 + 1] = Atr𝑥tr [𝑘] + Btr𝑢[𝑘], (3)
ytr [𝑘] = Ctr𝑥tr [𝑘] + Dtr𝑢[𝑘],
Gtr (𝑧) = Ctr (𝑧I − Atr)−1Btr + Dtr (4)

is obtained by approximating the actual large-scale system
(in the desired frequency interval [𝜔̄1, 𝜔̄2]) where 𝜔̄2 > 𝜔̄1,
where {Atr ∈ R𝑟×𝑟 ,Btr ∈ R𝑟×𝑚,Ctr ∈ R 𝑝×𝑟 ,Dtr ∈ R 𝑝×𝑚}
with 𝑟 < < 𝑛. P̄c and Q̄o are controllability and observability
Gramians, respectively

P̄c = 1
2𝜋

∫ 𝜋

−𝜋 (e
j𝜔̄I − A)−1BBT (e−j𝜔̄I − AT)−1d𝜔̄, (5)

Q̄o = 1
2𝜋

∫ 𝜋

−𝜋 (e
−j𝜔̄I − AT)−1CTC(ej𝜔̄I − A)−1d𝜔̄ (6)

which are the solution of the following Lyapunov equations:

AP̄cAT − P̄c + BBT = 0, (7)
ATQ̄oA − Q̄o + CTC = 0. (8)

2.2.1WZ’s Technique [14]

The pioneer discrete-frequency limited approach pre-
sented by WZ [14] offers controllability and observabil-

ity Gramians at desired discrete-frequency intervals, these
Gramians P̄WZ and Q̄WZ for the discrete-time limited fre-
quency interval, respectively, can be defined as

P̄WZ = P̄c (𝜔̄2) − P̄c (𝜔̄1),
Q̄WZ = Q̄o (𝜔̄2) − Q̄o (𝜔̄1)

where P̄WZ and Q̄WZ be given as

P̄WZ =
1

2𝜋

∫
𝛿𝜔̄

(ej𝜔̄I − A)−1B̄WZB̄T
WZ (e−j𝜔̄I − AT)−1d𝜔̄,

Q̄WZ =
1

2𝜋

∫
𝛿𝜔̄

(e−j𝜔̄ − AT)−1C̄T
WZC̄WZ (ej𝜔̄I − A)−1d𝜔̄

where 𝛿𝜔̄ is the interval of integration [𝜔̄1, 𝜔̄2]. These
Gramians P̄WZ and Q̄WZ satisfy the following Lyapunov
equations

AP̄WZAT − P̄WZ + X̄WZ = 0, (9)
ATQ̄WZA − Q̄WZ + ȲWZ = 0 (10)

where X̄WZ =
(
F̄(𝜔̄2) − F̄(𝜔̄1)

)
B̄WZB̄T

WZ+ B̄WZB̄T
WZ(

F̄∗ (𝜔̄2) − F̄∗ (𝜔̄1)
)
and ȲWZ =

(
F̄(𝜔̄2) − F̄(𝜔̄1)

)
C̄T

WZC̄WZ+

C̄T
WZC̄WZ

(
F̄∗ (𝜔̄2) − F̄∗ (𝜔̄1)

)
are the input and output re-

lated matrices in the limited discrete-frequency intervals,
F̄(𝜔̄)=− 𝜔̄2−𝜔̄1

4𝜋 I + 1
2𝜋

∫
𝛿𝜔̄

(ej𝜔̄I − A)−1d𝜔̄ and F̄∗ (𝜔̄) is the
conjugate transpose of F̄(𝜔̄). By eigenvalues decomposition
of X̄WZ and ȲWZ we have following



RADIOENGINEERING, VOL. 30, NO. 4, DECEMBER 2021 731

X̄WZ = ŪWZ

[
S̄WZ1 0

0 S̄WZ2

]
ŪT

WZ, (11)

B̄WZ = ŪWZ

[
S̄1/2

WZ1
0

0 S̄1/2
WZ2

]
= ŪWZS̄1/2

WZ, (12)

ȲWZ = V̄WZ

[
R̄WZ1 0

0 R̄WZ2

]
V̄T

WZ, (13)

C̄WZ =

[
R̄1/2

WZ1
0

0 R̄1/2
WZ2

]
V̄T

WZ = R̄1/2
WZV̄T

WZ (14)

where

S̄WZ1 =


𝑠1 0 · · · 0
0 𝑠2 · · · 0
0 0 · · · 𝑠𝑞−1

 , S̄WZ2=


𝑠𝑞 0 · · · 0
0 𝑠𝑞+1 · · · 0
0 0 · · · 𝑠𝑛

 ,
R̄WZ1 =


𝑟1 0 · · · 0
0 𝑟2 · · · 0
0 0 · · · 𝑟𝑘−1

 , R̄WZ2=


𝑟𝑘 0 · · · 0
0 𝑟𝑘+1 · · · 0
0 0 · · · 𝑟𝑛


X̄WZ and ȲWZ contain (𝑞−1) and (𝑘 −1) number of positive
eigenvalues, respectively. Let a transformation matrix T̄WZ
is obtained as:

T̄T
WZQ̄WZT̄WZ = T̄−1

WZP̄WZT̄−T
WZ = diag{𝜎̄1, 𝜎̄2, . . . , 𝜎̄𝑛}

(15)

and the ROM Gtr (𝑧) = C̄tr (𝑧I − Ātr)−1B̄tr + D̄tr obtained is

T̄−1
WZAT̄WZ = Ā =

[
Ātr Ā12
Ā21 Ā22

]
, T̄−1

WZB= B̄=
[
B̄tr
B̄2

]
(16)

CT̄WZ = C̄ =
[

Ctr C̄2
]
, D = D̄tr (17)

where 𝜎̄𝑗 ≥ 𝜎̄𝑗+1, 𝑗 = 1, 2, 3, . . . , 𝑛−1, 𝜎̄𝑟 > 𝜎̄𝑟+1 where 𝑟 is
the order of the ROM and T̄WZ is a similarity transformation
matrix used to obtain the transformed system. The ROM can
be acquired by truncating the transformed system.

Remark 1 For the discrete frequency-range [𝜔̄1, 𝜔̄2] =

[−𝜋, 𝜋], 𝑙𝑖𝑚 𝜔̄ ↦→[−𝜋,𝜋 ] P̄c [𝜔̄] = P̄c = P̄WZ,
𝑙𝑖𝑚 𝜔̄ ↦→[−𝜋,𝜋 ] Q̄o [𝜔̄] = Q̄o = Q̄WZ, where P̄c [𝜔̄] and Q̄o [𝜔̄]
are obtained using Parseval’s relationship [17], the ROMs
obtained using the WZ [14] and the BT [5] are same.

Remark 2 WZ[14] failed tomake sure the stability ofROMs
because input/output associated matrices X̄WZ and ȲWZ may
no longer be positive definite or semi-definite [15].

2.2.2Existing Stability Preserving Frequency Limited
Techniques

To overcome the main drawback of WZ [14], GS [15],
and IG [16] proposed stability preserving MOR approaches.
However, these techniques produce large approximation error
and extensive a priori error bound formula due to large varia-
tion in input and output relatedmatrices. Let the controllabil-
ity P̄E and observability Q̄E Gramians, respectively, satisfy

AP̄EAT − P̄E + B̄EB̄T
E = 0, (18)

ATQ̄EA − Q̄E + C̄T
EC̄E = 0 (19)

where B̄E ∈ {B̄E1 [15], B̄E2 [15], B̄E3 [16]} and C̄E ∈
{C̄E1 [15], C̄E2 [15], C̄E3 [16]}.

B̄E1 = ŪE1

[
S̄1/2

WZ1
0

0 |S̄WZ2 |1/2

]
,

B̄E2 = ŪE2

[
S̄1/2

WZ1
0

0 0

]
,

B̄E3 =

{
ŪE3 (S̄WZ − 𝑠𝑛𝐼)1/2 for 𝑠𝑛 < 0,
ŪE3 S̄

1/2
WZ for 𝑠𝑛 ≥ 0,

C̄E1 =

[
R̄1/2

WZ1
0

0 |R̄WZ2 |1/2

]
V̄T

E1 ,

C̄E2 =

[
R̄1/2

WZ1
0

0 0

]
V̄T

E2 ,

C̄E3 =

{
(R̄WZ − 𝑟𝑛I)1/2V̄T

E3 for 𝑟𝑛 < 0,
R̄1/2

WZV̄T
E3 for 𝑟𝑛 ≥ 0.

Let a transformation matrix T̄E is obtained as:

T̄T
EQ̄ET̄E = T̄−1

E P̄ET̄−T
E =


𝜎̄1 0 · · · 0
0 𝜎̄2 · · · 0

· · · · · · . . . · · ·
0 0 · · · 𝜎̄𝑛


and the ROM Gtr (𝑧) = C̄tr (𝑧I − Ātr)−1B̄tr + D̄tr obtained is

T̄−1
E AT̄E = Ā =

[
Ātr Ā12
Ā21 Ā22

]
, T̄−1

E B = B̄ =

[
B̄tr
B̄2

]
CT̄E = C̄ =

[
Ctr C̄2

]
, D = D̄tr

where 𝜎̄𝑗 ≥ 𝜎̄𝑗+1, 𝑗 = 1, 2, 3, . . . , 𝑛 − 1, 𝜎̄𝑟 > 𝜎̄𝑟+1 where 𝑟
is the order of the ROM and T̄E is a similarity transformation
matrix used to obtain the transformed system. The ROM can
be acquired by truncating the transformed system.

Remark 3 Since X̄WZ ≤ B̄EB̄T
E ≥ 0, ȲWZ ≤ C̄T

EC̄E ≥ 0,
P̄E > 0 and Q̄E > 0. Therefore, the realization (A, B̄E, C̄E)
is minimal and the stability of the ROM is guaranteed.

Remark 4 Since for each input related matrix B̄E ∈
{B̄E1 [15], B̄E2 [15], B̄E3 [16]} and for each output re-
lated matrix B̄𝐶 ∈ {C̄E1 [15], C̄E2 [15], C̄E3 [16]} ensure
positive/semi-positive definiteness of input and output related
matrices, which results positive/semi-positive definiteness of
P̄E ∈ {P̄E1 [15], P̄E2 [15], P̄E3 [16]} and Q̄E ∈ {Q̄E1 [15],
Q̄E2 [15], Q̄E3 [16]} in a unique way. This leads to different
transformation matrix T̄E ∈ {T̄E1 [15], T̄E2 [15], T̄E3 [16]},
which subsequently results in three existing stability preserv-
ing model order reduction techniques.
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3. Main Results
The existing stability preserving techniques GS [15]

and IG [16] introduced some modification in the input and
the output related matrices X̄WZ and ȲWZ respectively to
ensure positive/semi-positive definiteness. In 1-st algorithm
of GS [15] modifications are done by taking absolute of
eigenvalues of the input and the output related matrices;
consequently, positive/semi-positive definiteness of the in-
put and the output related matrices which ensure the stability
of ROMs; however, by taking the absolute it may cause an un-
equal effect on eigenvalues which results in a large variation
in some eigenvalues and small variation in some eigenvalues
which leads to producing a large approximation error. In
2-nd algorithm of GS [15] stability is ensured by truncating
negative eigenvalues, which result in loss of information of
negative eigenvalues that leads to a large approximation er-
ror, whereas, in IG [16] the stability is ensured by subtracting
all the eigenvalues with least eigenvalues which made the
last eigenvalue zero that leads to large approximation error.
Keeping the above in view, all methods produce large varia-
tions in input/output related matrices, which may affect the
input/output properties of the original system.

In this paper, new measures are proposed for the in-
put/output related matrices by introducing the concept of the
norm of the negative part of the eigenvalues of input/output
related matrices without affecting the positive part of the
eigenvalues. These modifications equally affect these neg-
ative eigenvalues which minimize the variation in the input
and the output related matrices, consequently, ensure the
positive/semi-positive definiteness the of input and the out-
put related matrices that yield a stable ROM and produces
low-frequency response error along with low error bound
with minimum variation.

Let the new virtual/fictitious controllability P̄SB and ob-
servability Q̄SB Gramians are computed as

AP̄SBAT − P̄SB + X̄SB = 0, (20)
ATQ̄SBA − Q̄SB + ȲSB = 0. (21)

where X̄SB = B̄SBB̄T
SB and ȲSB = C̄T

SBC̄SB. By eigenvalues
decomposition of X̄SB and ȲSB we have

X̄SB = ŪSBS̄SBŪT
SB, (22)

ȲSB = V̄SBR̄SBV̄T
SB. (23)

The new virtual/fictitious input and output related matrices
respectively are given as B̄SB and C̄SB where

B̄SB = ŪSB

[
S̄1/2

SB1
0

0 S̄1/2
SB2

]
= ŪSBS̄1/2

SB , (24)

C̄SB =

[
R̄1/2

SB1
0

0 R̄1/2
SB2

]
V̄T

SB = R̄1/2
SB V̄T

SB (25)

where S̄SB1 = S̄WZ1 , R̄SB1 = R̄WZ1 ,

S̄SB2=


𝑠𝑞 0 · · · 0
0 𝑠𝑞+1 · · · 0
0 0 · · · 𝑠𝑛

 , R̄SB2=


𝑟𝑘 0 · · · 0
0 𝑟𝑘+1 · · · 0
0 0 · · · 𝑟𝑛

 ,
𝑠𝑞+𝑙 = ∥(𝑠𝑞+𝑙 , 𝑠)∥ (𝑛−𝑞) = ( |𝑠𝑞+𝑙 | (𝑛−𝑞)+|𝑠 | (𝑛−𝑞) )1/(𝑛−𝑞) ,

𝑠𝑛 = ∥(𝑠𝑛, 𝑠)∥ (𝑛−𝑞) = ( |𝑠𝑛 | (𝑛−𝑞) + |𝑠 | (𝑛−𝑞) )1/(𝑛−𝑞) ,

𝑟𝑘+ℎ = ∥(𝑟𝑘+ℎ, 𝑟)∥ (𝑛−𝑘) = ( |𝑟𝑘+ℎ | (𝑛−𝑘)+|𝑟 | (𝑛−𝑘) )1/(𝑛−𝑘) ,

𝑟𝑛 = ∥(𝑟𝑛, 𝑟)∥ (𝑛−𝑘) = ( |𝑟𝑛 | (𝑛−𝑘) + |𝑟 | (𝑛−𝑘) )1/(𝑛−𝑘)

for 𝑙 = 0, 1, ..., 𝑛 − 𝑞 − 1, and for ℎ = 0, 1, ..., 𝑛 − 𝑘 − 1. S̄SB2

and R̄SB2 contain (𝑛−𝑞) and (𝑛−𝑘) number ofmodified posi-
tive eigenvalues, respectively, where 𝑠 =

𝑛∑
𝑖=𝑞

𝑠𝑖 and 𝑟 =
𝑛∑
𝑖=𝑘

𝑟𝑖 .

Let the similarity transformation matrix T̄SB is calculated as

T̄T
SBQ̄SBT̄SB = T̄−1

SBP̄SBT̄−T
SB = diag{𝜎̄1, 𝜎̄2, 𝜎̄3 . . . , 𝜎̄𝑛}

where 𝜎̄𝑗 ≥ 𝜎̄𝑗+1 and 𝜎̄𝑟 ≥ 𝜎̄𝑟+1. The ROM Gtr (𝑧) =

Ĉtr (𝑧I − Âtr)−1B̂tr + D̂tr is obtained as

T̄−1
SBAT̄SB = Â =

[
Âtr Â12
Â21 Â22

]
, T̄−1

SBB = B̂ =

[
B̂tr
B̂2,

]
(26)

CT̄SB = Ĉ =
[

Ĉtr Ĉ2
]
, D = D̂tr. (27)

Remark 5 Since X̄WZ ≤ B̄SBB̄T
SB ≥ 0, ȲWZ ≤ C̄T

SBC̄SB ≥
0, P̄SB > 0 and Q̄SB > 0. Therefore, the realization
(A, B̄SB, C̄SB) is minimal and the stability of the ROM is
guaranteed.

Theorem 1 Let rank
[
B̄SB B

]
= rank

[
B̄SB

]
and

rank
[

C̄SB
C

]
= rank

[
C̄SB

]
following error bound holds

∥G(𝑧) − Gtr (𝑧)∥∞ ≤ 2∥L̄SB∥∥K̄SB∥
𝑛∑︁

𝑗=𝑟+1
𝜎̄𝑗

where

L̄SB =

{
CV̄SBR̄−1/2

SB if R̄WZ2 exists,
CV̄WZR̄−1/2

WZ otherwise,

K̄SB =

{
S̄−1/2

SB ŪT
SBB if S̄WZ2 exists,

S̄−1/2
WZ ŪT

WZB otherwise.

Proof: The proof follow similar to [16]; however, it is
presented here for completeness. Since rank

[
B̄SB B

]
=

rank
[
B̄SB

]
and rank

[
C̄SB
C

]
= rank

[
C̄SB

]
, the relation-

ships B = B̄SBK̄SB and C = L̄SBC̄SB hold. By partition-
ing B̄SB =

[
B̄SB1
B̄SB2

]
, C̄SB =

[
C̄SB1 C̄SB2

]
and substituting
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B̂tr = B̄SB1K̄SB , Ĉtr = L̄SBC̄SB1 , respectively, yields

∥G(𝑧) − Gtr (𝑧)∥∞ = ∥C(𝑧I−A)−1B−Ctr (𝑧I−Âtr)−1B̂tr∥∞
= ∥L̄SBC̄SB (𝑧I − A)−1B̄SBK̄SB

−L̄SBC̄SB1 (𝑧I − Âtr)−1B̄SB1K̄SB∥∞
= ∥L̄SB (C̄SB (𝑧I − A)−1B̄SB

−C̄SB1 (𝑧I − Âtr)−1B̄SB1 )K̄SB∥∞
≤ ∥L̄SB∥∥(C̄SB (𝑧I − A)−1B̄SB

−C̄SB1 (𝑧I − Âtr)−1B̄SB1 )∥∞∥K̄SB∥.

If {Âtr, B̄SB1 , C̄SB1 } is the model obtained after reduction of
the original system {A, B̄SB, C̄SB}.

∥(C̄SB (𝑧I−A)−1B̄SB−C̄SB1 (𝑧I−Âtr)−1B̄SB1 )∥∞ ≤ 2
𝑛∑︁

𝑗=𝑟+1
𝜎̄𝑗 .

Therefore, ∥G(𝑧) − Gtr (𝑧)∥∞ ≤ 2∥L̄SB∥∥K̄SB∥
∑𝑛

𝑗=𝑟+1 𝜎̄𝑗 .

Corollary 1 Theorem 1 holds true subject to the fol-
lowing rank conditions rank

[
B̄SB B̄

]
= rank

[
B̄SB

]
and

rank
[

C̄SB
C̄

]
= rank

[
C̄SB

]
(which follows from [16]) are

satisfied.

Remark 6 The rank condition follows from [12].

Remark 7 When input and output related matrices X̄WZ ≥ 0
and ȲWZ ≥ 0, respectively, then P̄WZ = P̄E = P̄SB
and Q̄WZ = Q̄E = Q̄SB. Otherwise, P̄WZ < P̄SB and
Q̄WZ < Q̄SB. Moreover, frequency limited Hankel values
satisfy : (𝜆̄ 𝑗 [P̄WZQ̄WZ])1/2 ≤ (𝜆̄ 𝑗 [P̄SBQ̄SB])1/2.

Remark 8 When the input and the output related matrices
X̄WZ ≥ 0 and ȲWZ ≥ 0, respectively, then approximated
models obtained using [14] and proposed technique are the
equivalent.

Theorem 2 The following Lyapunov equation for the pro-
posed technique holds

AP̄(ext)AT − P̄(ext) + B̄(ext) B̄
T
(ext) = 0, (28)

ATQ̄(ext)A − Q̄(ext) + C̄T
(ext) C̄(ext) = 0. (29)

Proof: Using (11), (13), (24) and (25) we have following

S̄WZ = diag[S̄WZ1,S̄WZ2]=diag[(𝑠1, .., 𝑠𝑞−1), (𝑠𝑞 , .., 𝑠𝑛)] (30)
S̄SB = diag[S̄WZ1,S̄SB2]=diag[(𝑠1, .., 𝑠𝑞−1), (𝑠𝑞 , .., 𝑠𝑛)] (31)

R̄WZ = diag[R̄WZ1,R̄WZ2]=diag[(𝑟1, .., 𝑟𝑘−1),(𝑟𝑘 , .., 𝑟𝑛)] (32)
R̄SB = diag[R̄WZ1,R̄SB2]=diag[(𝑟1, .., 𝑟𝑘−1), (𝑟𝑘 , .., 𝑟𝑛)] (33)

S̄(ext) and R̄(ext) are obtained by subtracting (31 − 30) and
(33 − 32) respectively

S̄(ext) =

[
0 0
0 S̄(ext)2

]
, R̄(ext) =

[
0 0
0 R̄(ext)2

]

where S̄(ext)2 = S̄SB2 − S̄WZ2 and R̄(ext)2 = R̄SB2 − R̄WZ2 .
B̄(ext) and C̄(ext) are obtained by subtracting (24 − 12) and
(25 − 14) respectively

B̄(ext) = Ū(ext)

[
0 0
0 S̄1/2

(ext)2

]
= Ū(ext) S̄

1/2
(ext) ,

C̄(ext) =

[
0 0
0 R̄1/2

(ext)2

]
V̄T

(ext) = R̄1/2
(ext) V̄

T
(ext)

where Ū(ext) = ŪSB = ŪWZ and V̄ext = V̄SB = V̄WZ. Since,

X̄(ext) = B̄(ext) B̄
T
(ext) = Ū(ext) S̄

1/2
(ext) S̄

1/2
(ext) Ū

T
(ext)

= Ū(ext) S̄(ext) Ū
T
(ext) = Ū(ext) (S̄SB − S̄WZ)Ū

T
(ext)

= Ū(ext) S̄SBŪT
(ext) − Ū(ext) S̄WZŪT

(ext) = X̄SB − X̄WZ,

(34)

Ȳ(ext) = C̄T
(ext) C̄(ext) = V̄(ext) R̄

1/2
(ext) R̄

1/2
(ext) V̄

T
(ext)

= V̄(ext) R̄(ext) V̄
T
(ext) = V̄(ext) (R̄SB − R̄WZ)V̄

T
(ext)

= V̄(ext) R̄SBV̄T
(ext) − V̄R̄WZV̄T

(ext) = ȲSB − ȲWZ,

(35)

using (9 and 20) in (34) and (10 and 21) in (35) we have
following

(AP̄SBAT − P̄SB) − (AP̄WZAT − P̄WZ) = −X̄(ext) ,

(ATQ̄SBA − Q̄SB) − (ATQ̄WZA − Q̄WZ) = −Ȳ(ext) ,

A(P̄SB − P̄WZ)AT − (P̄SB − P̄WZ) = −X̄(ext) ,

AT (Q̄SB − Q̄WZ)A − (Q̄SB − Q̄WZ) = −Ȳ(ext) .

If controllability Gramian P̄(ext) = P̄SB − P̄WZ and observ-
ability Gramian Q̄(ext) = Q̄SB − Q̄WZ then

AP̄(ext)AT − P̄(ext) + B̄(ext) B̄
T
(ext) = 0,

ATQ̄(ext)A − Q̄(ext) + C̄T
(ext) C̄(ext) = 0.

Corollary 2 Theorem 2 holds true subject to the realization
(A, B̄(ext) , C̄(ext) ,D) is minimal and stable.

Remark 9 For the realization {A, B̄(ext) , C̄(ext) ,D} to the fol-
lowing Lyapunov equation

AP̄(ext)AT − P̄(ext) + B̄(ext) B̄
T
(ext) = 0,

ATQ̄(ext)A − Q̄(ext) + C̄T
(ext) C̄(ext) = 0

where the input matrix B̄(ext) ≥ 0 and the output matrix
C̄(ext) ≥ 0 ensure positive (semi-positive) definiteness of the
input and the output related matrices B̄SB and C̄SB, respec-
tively; consequently, positive definiteness of P̄(ext) and Q̄(ext)
in a way leads to positive definiteness of P̄SB and Q̄SB.
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Remark 10 Since the input matrix B̄SB and the output ma-
trix C̄SB ensure positive (semi-positive) definiteness of the
input and the output related matrices; consequently, positive
definiteness of P̄SB and Q̄SB in a way leads to transforma-
tion matrix T̄SB, which subsequently, results in the stability
preserving model order reduction technique. Moreover, L̄SB
and K̄SB form bases for the derivation of a priori error bound
for proposed technique.

Remark 11 WZ’s technique [14] involves the computation
of the similarity transformation matrix T̄WZ employing the
usage of the controllability and the observability Gramians
P̄WZ and Q̄WZ, respectively, are directly computed from the
original system realization {A,B,C}. Consequently, it re-
quires 2 × 𝑛th number of Lyapunov equations for 𝑛th order
systems to perform MOR; however, stability of the ROM
obtained is not guaranteed. Whereas, the similarity trans-
formation matrix T̄SB obtained by using the proposed tech-
nique employing the usage of controllability and observabil-
ity Gramians P̄SB = P̄WZ+ P̄(ext) and Q̄SB = Q̄WZ+Q̄(ext) , re-
spectively, are computed from the realization {A, B̄SB, C̄SB}.
The relationship between Gramians matrices of WZ [14] and
the proposed technique is given as:

A(P̄WZ + P̄(ext) )AT − (P̄WZ + P̄(ext) )
+ (X̄WZ + X̄(ext) ) = 0, for 𝑠𝑛 < 0,
AP̄WZAT − P̄WZ + X̄en = 0, for 𝑠𝑛 ≥ 0,
AT (Q̄WZ + Q̄(ext) )A − (Q̄WZ + Q̄(ext) )
+ (ȲWZ + Ȳ(ext) ) = 0, for 𝑟𝑛 < 0,
ATQ̄WZA − Q̄WZ + ȲWZ = 0, for 𝑟𝑛 ≥ 0,
AP̄(ext)AT − P̄(ext) + X̄(ext) = 0, for 𝑠𝑛 < 0,
ATQ̄(ext)A − Q̄(ext) + Ȳ(ext) = 0, for 𝑟𝑛 < 0.

Since

X̄SB = ŪSB (S̄SB)1/2 (S̄SB)1/2 ŪT
SB

= X̄WZ + X̄(ext) , for 𝑠𝑛 < 0,

X̄SB = ŪSB (S̄SB)1/2 (S̄SB)1/2 ŪT
SB

= X̄WZ, for 𝑠𝑛 ≥ 0,
ȲSB = V̄T

SB (R̄SB)1/2 (R̄SB)1/2 V̄SB

= ȲWZ + Ȳ(ext) , for 𝑟𝑛 < 0,

ȲSB = V̄T
SB (R̄SB)1/2 (R̄SB)1/2 V̄SB

= ȲWZ, for 𝑟𝑛 ≥ 0.

Consequently, the proposed method requires 4 × 𝑛th number
of Lyapunov equations to obtained ROM and the stability is
also guaranteed.

4. Numerical Simulations
In this section, a comparison among different tech-

niques is presented. Reduced-order transfer functions and

poles location of ( [14–16]) and the proposed technique are
also providedwhere [14] produces unstable ROMs. Figures 1
and 2 represent the frequency response Bode plot (magni-
tude and phase) in the given frequency range. Furthermore,
Figures 3 and 5 represent the frequency response error in
the entire frequency range of the approximated model ob-
tained by using existing ( [14–16]) and proposed techniques,
whereas, Figures 4 and 6 signify the frequency response
errors in the given limited discrete-frequency ranges of the
approximated model in the given frequency interval acquired
via using existing and proposed techniques. Tables 2, 3 and 4
provide the ROMs obtained by using existing ( [14–16]) and
proposed techniques; whereas, the Table 5 provide the lo-
cation of poles by using the WZ [14] proposed technique;
furthermore, the Table 6 provides the error bounds by using
existing ( [14–16]) and proposed techniques.

Example 1 Benchmark example of 48th order is presented
here, the building model (the Los Angeles University Hos-
pital) [18], it contains 8 floors each have 3 degrees of free-
dom, namely displacement in two different directions 𝑥1 and
𝑥2, and rotation. State-space form representation of given
an example is available at [19], given model is discretized at
sampling time 𝑇s = 0.001 s, with the given frequency inter-
val [𝜔̄1 − 𝜔̄2] = [0.01𝜋 − 0.25𝜋] rad/s, where Gtr (𝑧) is the
approximated model of 4th order obtained by using [14–16]
and proposed techniques. Figure 1 provides a comparison
for the frequency response Bode plot (magnitude, phase) in
the given frequency range [0.01𝜋 − 0.25𝜋] rad/s. Reduced-
order transfer functions and poles location of ( [14–16]) and
proposed techniques are also provided in the Tables 3 and 5,
respectively, poles location of ROM obtained by using [14]
are 𝑧 = 0.9945 ± 0.0522i, 0.9860 ± 0.1340i. Whereas, poles
location of ROM obtained by using the proposed technique
are 𝑧 = 0.9946 ± 0.0525i, 0.9862 ± 0.1348i. Table 6 pro-
vide a comparison for the frequency response error bounds
in the given frequency range [0.01𝜋 − 0.25𝜋] rad/s. Further-
more, the proposed algorithm grants stable ROMs, minimum
frequency response error along with the frequency response
error bound comparable with different existing stability re-
taining algorithms ( [14–16]) in the given frequency range.

Techniques Reduced order model Gtr (𝑧)
4th Order ROMs

WZ [14]
7.69e−5𝑧3−0.0002306𝑧2+0.0002313𝑧−7.759e−5

𝑧4−3.961𝑧3+5.905𝑧2−3.926𝑧+0.9821

GS-I [15]
7.781e−5𝑧3−0.0002332𝑧2+0.0002338𝑧−7.843e−5

𝑧4−3.961𝑧3+5.904𝑧2−3.925𝑧+0.9818

GS-II [15]
7.773e−5𝑧3−0.000233𝑧2+0.0002336𝑧−7.836e−5

𝑧4−3.961𝑧3+5.904𝑧2−3.925𝑧+0.9818

IG [16]
6.283e−5𝑧3−0.0001877𝑧2+0.0001875𝑧−6.266e−5

𝑧4−3.966𝑧3+5.919𝑧2−3.941𝑧+0.9874

Proposed
7.673e−5𝑧3−0.0002296𝑧2+0.0002297𝑧−7.693e−5

𝑧4−3.962𝑧3+5.906𝑧2−3.928𝑧+0.9829

Tab. 2. Reduced order models for Example-1.
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Example 2 Consider a 20th order band-stop Butterworth
filter with normalized edge frequencies ranges [0.5 −
0.6] rad/sample, with following transfer function form (36)
[under this paragraph], with the given frequency interval
[𝜔̄1 − 𝜔̄2] = [0.5𝜋− 0.9𝜋] rad/s, whereGtr (𝑧) is the approx-
imated model of 7th order obtained by using [14–16] and
proposed techniques. Figure 2 provides a comparison for the
frequency responseBode plot (magnitude, phase) in the given
frequency range [0.5𝜋 − 0.9𝜋] rad/s. Reduced-order trans-
fer functions and poles location of ( [14–16]) and proposed
techniques are also provided in the Tabs. 3 and 5, respec-
tively, poles location of ROM obtained by using [14] are 𝑧 =
−0.0910,−0.2659 ± 0.9534i,−0.1738 ± 0.9693i,−0.0472 ±
0.9770i. Whereas, poles location of ROM obtained by us-
ing the proposed technique are 𝑧 = −0.1309,−0.2770 ±
0.9513i,−0.1845±0.9671i,−0.0673±0.9874i. Table 6 pro-
vide a comparison for the frequency response error bounds
in the given frequency range [0.5𝜋 − 0.9𝜋] rad/s. Further-
more, the proposed algorithm grants stable ROMs, minimum
frequency response error along with the frequency response
error bound comparable with different existing stability re-
taining algorithms ( [14–16]) in the given frequency range.

Example 3 Consider a 6th order stable discrete-time sys-
tem [16] having following state space representation (37),
with the given frequency interval [𝜔̄1−𝜔̄2] = [0.65𝜋−0.81𝜋]
rad/s. Figures 3 and 5 provide a comparison for the frequency
response error 𝜎̄ [G(𝑧) − Gtr (𝑧)] for the entire frequency in-
terval, where Gtr (𝑧) are approximated models of 4th and 5th

order respectively obtained by using [14–16] and proposed
techniques. Figures 4 and 6 provide a comparison for the
frequency response error 𝜎̄ [𝐺 (𝑧) − 𝐺 tr (𝑧)] in the given fre-
quency range [0.65𝜋 − 0.81𝜋] rad/s. Reduced order trans-
fer functions and poles location of ( [14–16]) and proposed
techniques are also provided in the Tabs. 4 and 5, respec-
tively, [14] produces unstable 4th and 5th order ROMs with
poles location at 𝑧 = −2.5368,−0.3400, −0.3721 ± 0.8901i,
and 𝑧 = 2.2355,−0.0368 ± 1.1440i,−0.0996 ± 0.7056i re-
spectively. Whereas, the proposed technique produces sta-
ble 4th and 5th order ROMs with poles location at 𝑧 =

0.0139±0.9454i, 0.3842±0.7131i, and 𝑧 = 0.5879, 0.0015±
0.9408i, 0.2884 ± 0.7024i, respectively. Table 6 provide
a comparison for the frequency response error bounds in the
given frequency range [0.65𝜋 − 0.81𝜋] rad/s. Furthermore,
the proposed algorithm grants stable ROMs, minimum fre-
quency response error along with the frequency response
error bound comparable with the different existing stability
retaining algorithms ( [14–16]) in the given frequency range.

𝐺 (𝑧) =

3.62e−9𝑧20−1.125e−23𝑧19−3.62e−8𝑧18+1.607e−22𝑧17+1.629e−7𝑧16+5.144e−23𝑧15−4.344e−7𝑧14−8.179e−21𝑧13

+7.601e−7𝑧12−2.685e−20𝑧11−9.122e−7𝑧10−3.035e−20𝑧9+7.601e−7𝑧8−1.276e−20𝑧7−4.344e−7𝑧6−1.003e−21𝑧5

+1.629e−7𝑧4+3.215e−23𝑧3−3.62e−8𝑧2+3.62e−9

𝑧20+2.85𝑧19+11.65𝑧18+23.34𝑧17+53.82𝑧16+82.43𝑧15+135.7𝑧14+165.3𝑧13+210.6𝑧12+207.8𝑧11+212.2𝑧10

+169.9𝑧9+140.8𝑧8+90.38𝑧7+60.64𝑧6+30.11𝑧5+16.07𝑧4+5.688𝑧3+2.321𝑧2+0.4628𝑧+0.1328

(36)

[
A B
C D

]
=



1.4637 −2.2838 2.0587 −1.4467 0.6746 −0.1825 1
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0

0.0799 0.1351 0.2388 0.1370 0.0776 −0.0011 0.0107


(37)

Techniques Reduced order model Gtr(𝑧)
7th Order ROMs

WZ [14]
3.62e−9𝑧7 + 0.04341𝑧6 + 0.00285𝑧5 + 0.09095𝑧4 − 0.02476𝑧3 + 0.05937𝑧2 − 0.0261𝑧 + 0.01779

𝑧7 + 1.065𝑧6 + 3.263𝑧5 + 2.188𝑧4 + 3.246𝑧3 + 1.189𝑧2 + 0.9917𝑧 + 0.08274

GS-I [15]
0.01053𝑧6 − 0.02528𝑧5 + 0.01888𝑧4 − 0.05901𝑧3 + 0.02622𝑧2 − 0.03108𝑧 + 0.0211

𝑧7 + 1.033𝑧6 + 3.264𝑧5 + 2.172𝑧4 + 3.288𝑧3 + 1.235𝑧2 + 1.028𝑧 + 0.1111

GS-II [15]
3.62e−9𝑧7 − 0.02857𝑧6 − 0.0644𝑧5 − 0.1308𝑧4 − 0.1524𝑧3 − 0.1503𝑧2 − 0.08584𝑧 − 0.04303

𝑧7 + 1.144𝑧6 + 3.365𝑧5 + 2.488𝑧4 + 3.464𝑧3 + 1.509𝑧2 + 1.103𝑧 + 0.1826

IG [16]
3.62e−9𝑧7 + 0.01767𝑧6 − 0.01624𝑧5 + 0.01523𝑧4 − 0.05923𝑧3 − 0.01421𝑧2 − 0.04263𝑧 − 0.006478

𝑧7 + 1.152𝑧6 + 3.37𝑧5 + 2.458𝑧4 + 3.44𝑧3 + 1.419𝑧2 + 1.073𝑧 + 0.1354

Proposed
3.62e−9𝑧7 − 0.008832𝑧6 − 0.0339𝑧5 − 0.07912𝑧4 − 0.1026𝑧3 − 0.1257𝑧2 − 0.06966𝑧 − 0.04929

𝑧7 + 1.189𝑧6 + 3.398𝑧5 + 2.52𝑧4 + 3.458𝑧3 + 1.426𝑧2 + 1.064𝑧 + 0.122

Tab. 3. Reduced order models for Example-2.
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Techniques Reduced order model Gtr (𝑧)
4th Order ROMs 5th Order ROMs

WZ [14]
0.0107𝑧4+0.03384𝑧3+0.04972𝑧2+0.03774𝑧+0.01755

𝑧4+3.621𝑧3+3.934𝑧2+3.319𝑧+0.8027
0.0107𝑧5+0.06433𝑧4+0.16𝑧3+0.2176𝑧2+0.1518𝑧+0.06955

𝑧5−1.781𝑧4+1.616𝑧3−3.2𝑧2+0.4466𝑧−1.296

GS-I [15]
−0.01431𝑧3+0.2195𝑧2+0.08892𝑧+0.275
𝑧4−0.8755𝑧3+1.536𝑧2−0.759𝑧+0.5415

0.07933𝑧4+0.1585𝑧3+0.2797𝑧2+0.1945𝑧+0.1119
𝑧5−1.149𝑧4+1.776𝑧3−1.341𝑧2+0.7839𝑧−0.2889

GS-II [15]
0.0107𝑧4+0.02961𝑧3+0.1995𝑧2+0.1517𝑧+0.2255

𝑧4−1.025𝑧3+1.604𝑧2−0.8832𝑧+0.5752
0.0107𝑧5+0.06697𝑧4+0.1765𝑧3+0.2586𝑧2+0.1979𝑧+0.09983

𝑧5−1.18𝑧4+1.804𝑧3−1.382𝑧2+0.8073𝑧−0.3008

IG [16]
0.0107𝑧4−0.1022𝑧3+0.1515𝑧2−0.04009𝑧+0.1921

𝑧4−0.6289𝑧3+1.648𝑧2−0.5681𝑧+0.666
0.0107𝑧5+0.06833𝑧4+0.1593𝑧3+0.2539𝑧2+0.1618𝑧+0.1061

𝑧5−1.286𝑧4+1.999𝑧3−1.645𝑧2+0.9858𝑧−0.4375

Proposed
0.0107𝑧4−0.02853𝑧3+0.2084𝑧2+0.06448𝑧+0.2592

𝑧4−0.7962𝑧3+1.571𝑧2−0.7052𝑧+0.5865
0.0107𝑧5+0.06427𝑧4+0.1814𝑧3+0.2585𝑧2+0.2048𝑧+0.1054

𝑧5−1.168𝑧4+1.804𝑧3−1.373𝑧2+0.8115𝑧−0.3

Tab. 4. Reduced order models for Example-3.

Examples
Order

of ROMs
WZ’s Technique [14] Proposed Technique

Example-1 4th order 0.9945 ± 0.0522i, 0.9860 ± 0.1340i 0.9946 ± 0.0525i, 0.9862 ± 0.1348i
Example-2 7th order −0.0910, −0.2659 ± 0.9534i,

−0.1738 ± 0.9693i, −0.0472 ± 0.9770i
−0.1309, −0.2770 ± 0.9513i,
−0.1845 ± 0.9671i, −0.0673 ± 0.9874i

Example-3 4th order −2.5368, −0.3400, −0.3721 ± 0.8901i 0.0139 ± 0.9454i, 0.3842 ± 0.7131i
5th order 2.2355, −0.0368 ± 1.1440i, −0.0996 ± 0.7056i 0.5879, 0.0015 ± 0.9408i, 0.2884 ± 0.7024i

Tab. 5. Poles locations of reduced order models.

Examples
Order

of ROMs
BT [5] GS-I [15] GS-II [15] IG [16] Proposed

Example-1 4th order 5.6190 5.8478 5.855 7.2905 5.8096
Example-2 7th order 24.115 25.022 25.064 24.937 24.884

Example-3 4th order 39.268 45.163 43.832 46.163 41.991
5th order 40.714 55.038 53.649 46.523 44.663

Tab. 6. Theoretical and actual error bounds comparison.

5. Analysis & Discussion
From Figs. 4 and 6 it is determined that truncated sys-

tems attained from WZ’s [14] method give low approxima-
tion error as in contrast to the different existing techniques,
however, it occasionally yields unstable truncated systems
as proven in Tab. 5. Whereas, the different existing meth-
ods (GS-I [15], GS-II [15], IG [16]) produce stable ROMs
and also provide the a priori error bound formula; however,
these methods produce large approximation errors. The pro-
posed approach produces stable ROMs, as proven in Tab. 5.
Furthermore, Table 6 provides the comparison among the-
oretical error bound (BT [5]) and actual error bounds of
existing discrete-frequency limited stability preserving ap-
proaches (GS-I [15], GS-II [15], IG [16]), and the proposed
approach. It can be observed that as compared to the ex-
isting stability retaining techniques, the proposed method
yields better approximation error along with the a priori er-
ror bound formula.

6. Conclusion
The frequency restricted improved MOR approach is

proposed for the discrete-time systems. The proposed tech-
nique produces stable ROMs and lowers approximation error
along with the formula for the a priori error bound calcu-
lation. MOR technique presented by WZ provides unstable
ROMs and does not provide the a priori error bound formula,
whereas the different existing methods produce stable ROMs
and also provide the a priori error bound formula; however,
these methods produce large approximation errors. The fre-
quency response error of the proposedmethod is well compa-
rable with the other existing methods. Numerical examples
have proven that the proposed method provides stable ROMs,
lower approximation error, and the a priori error bound for-
mula, which shows the efficacy of the presented method.
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