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Abstract. In this paper we present a novel QoS framework 
on the network layer for 5G terminals with vertical multi-
homing and multi-streaming capabilities by using radio 
networks aggregation. The proposed framework is leading 
to high performance utility networks with QoS provisioning 
for real-time multimedia services by achieving low packet 
delays, stochastic queuing network stability and highest 
mobile broadband capabilities i.e. bitrates. The proposed 
QoS algorithm is implemented within the mobile terminals 
on one side, and in dedicated proxy servers on mobile core 
network side. It is based on Lyapunov optimization tech-
niques and it is targeted to handle simultaneously multiple 
multimedia service flows via multiple radio network inter-
faces in parallel. 
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1. Introduction 
The exponential expansions and developments of 

mobile broadband networks are followed and supported by 
a novel research and development works towards the 5G 
era. This paper provides 5G framework that could lead to 
high performance delay-sensitive utility networks, spectral 
efficiency, network stability and high QoS provisioning for 
the key QoS parameters for any given multimedia service 
in nowadays and future Radio Access Technologies 
(RATs). Our framework is following the 5G key drivers 
and 5G enormous spectrum of advanced capabilities intro-
duced in [1–7]. In that context our proposed algorithm with 
Lyapunov optimization technique implemented in both: the 
mobile terminal (MT) and a proxy server (placed in the 
core part of the mobile network) is following the 5G mo-
bile networks’ device-centric concept, with the multi-RAT 
or cloud-RAT paradigm using simultaneously multiple 
RAT interfaces. In order to exploit future 5G mobile 
broadband multi-RAT networks, and reaching the maxi-
mum average throughput, the proposed 5G terminal (5GT) 

is having vertical multi-homing and multi-streaming fea-
tures [8], [9].  

2. Related Work 
The analysis and design methodology of our proposed 

5G framework is based on the adaptive queuing Lyapunov 
optimization techniques [10–28], which are very powerful 
techniques for optimizing time average queuing networks 
and giving joint stability, efficiency and performance opti-
mization. The existing solutions and applications are in-
cluding maximization of the network uplink throughput 
subject to average power constraints on the terminal inter-
faces, minimizing average queue backlogs, subject to 
minimal queue network delay and in the same time 
achieving network stability and spectrum efficiency. Such 
Lyapunov drift-plus-penalty techniques were firstly applied 
to wireless networks in [12] by Tassiulas and Ephremides, 
where stochastic Lyapunov drift is used to develop a joint 
optimal routing and scheduling algorithm for the telecom-
munication networks. However, the Lyapunov drift has 
since become a powerful technique for the development of 
stable scheduling strategies for wireless and mobile sys-
tems and networks [15], [16], [19–24], [26–28], computer 
networks and switches [14], ad-hoc mobile networks [17], 
wireless sensor networks [18] and wireless mesh networks 
[25]. Moreover, example of services including maximiza-
tion of the average network throughput with subject to 
average power constraints, minimizing the average power 
expenditure subject to network stability is presented in 
[15], [19], [22], [25] and [29]. In comparison with all 
above mentioned works, this paper applies a version of the 
Lyapunov drift-plus-penalty technique in the future 5G 
mobile and fixed terminals, here called with one name 
5GTs, achieving high performance utility networks, spec-
tral efficiency, network stability and high level of QoS 
provisioning for real-time mobile broadband services. 
Moreover, all changes and improvements we are imple-
menting in the network layer of the 5GT, because the 
common part for all of existing and future RATs, which 
connect them all as a unifying technology, is IP.  

Our proposed 5GT system model is device-centric, 
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multi-RAT, with several (m) interfaces; each for different 
RAT (overall M RATs) and has been previously presented 
in Fig. 1 [30]. However, despite the presented system 
model and AQUAplus optimization algorithm given in 
[30], the novelty of our framework presented in this paper 
is the development of novel adaptive QoS Module with 
advanced QoS user-centric network aggregation algorithm 
using vertical multi-homing and multi-streaming features 
for delay sensitive, real-time broadband services (applica-
tions). We refer to it as Massive throughput Advanced 
QoS-based User-centric Aggregation (MassiveAQUA) 
algorithm, which is defined independently from the wire-
less and mobile technologies and is doing Lyapunov drift-
plus-penalty optimization for packet optimal scheduling in 
the 5GT with multiple RAT interfaces (in order to achieve 
massive throughput), achieving queue stability and simul-
taneously minimizing the queue delays, consequently hav-
ing minimal overall end-to-end delay. Despite all, the 
AQUAplus algorithm has no mechanisms for dropping 
packets in the real queues, which leading to higher queue 
delays in comparison with the furthermore proposed Mas-
siveAQUA. Plus, the MassiveAQUA algorithm is another 
extension of the AQUA algorithm (presented in related 
papers: [31] and [32]) placed within 5GMTs and proxy 
servers, because the AQUA algorithm is doing only multi-
homing (selecting the best RAT for given service) with 
optimization problem solved by linear programming or 
genetic algorithms, without considering the network delay, 
the network stability and the queue backlogs.  

The 5GT system model (Fig. 1) is almost the same as 
the system model in [30], with several differences: differ-
ent utility functions (enriched with the delay constraints and 
penalties), different Lyapunov function, and existence of 
a packet drop decision vector for the network of queues – 
leading to delay sensitive and optimal multi-streaming and 
multi-homing processes. All novelties and differences with 
the AQUAplus algorithm optimization process are given in 
the following sections.  

3. Optimization Algorithm 
In Fig. 1 the 5GT system model with several (m) in-

terfaces, each for different RAT (overall M RATs) is pre-
sented. Each source arrival process xi(t) after passing over 
the transport layer, is entering in the dedicated Network 
Layer Processor NLPi inside the Processors part of the 
Upper Network layer. Despite the real M queue network in 
[30], here we are considering M queue network with queue 
vector Q(t) =(Q1(t), Q2(t), …, QM(t)) that evolves in slotted 
time t  {0,1,2,3,…} with the following update equation: 

 ( 1) max[ ( ) ( ) ( ) ( ),0]m m m m mQ t Q t A t t d t      (1) 
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variable of the m-th queue, where m  {1,2,3,…, M}. After  

 
Fig. 1. The system model of the 5G terminal (fixed and 

mobile). 

each queue we are trying to achieve maximal output serv-
ing rate μj(t) on each RAT interface j = 1,2,.., M, so the 
sum of all output serving rates, over the time, it will be also 
with maximal value. For the network of queues we are 
introducing a packet drop decision vector d(t) = (d1(t), 
d2(t), . . . , dM(t)) and their adequate time average values: 

))(,...,)(,)(( 21 tdtdtd Md . The packet drop decision dm(t), 

of the m-th queue, allows packets already admitted to the 
network layer queue Qm(t) to be dropped if their delay is 
too large. Drop decisions dm(t) are chosen subject to the 
constraints: 

 max)(0 Atdm  , for }...3,2,1{ Mm  (2) 

where Amax is a finite constant, chosen to be the maximal 
value of all arrival rate variables Am(t) at a given time slot t 
(which limits the amount of traffic we can send into the 
Lower Network Layer). Furthermore, let us consider a ran-
dom queue network state: 

))](),...(());(),...,([()( 11 tAtAttt MM  , and a control policy 

action αNL(t) which is made every slot t with knowledge of 
the current state process ψ(t) and is chosen within some 
abstract action set Aψ(t) (set containing all possible control 
actions). For simplicity we are assuming that the ψ(t) 
process is i.i.d. over each slot.  

Also, we are considering a vector with time average 
power values for each interface as 

))(,...,)(,)(( 21 tptptp Mp  (the same as in [30]). Let the 

))(,...,)(,)(( 21 txtxtx Nx  be a vector of the time average 

arrival rates (xi(t)). We are considering the following two 
separable utility functions of the above defined vectors: 
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where log(·) denotes the natural logarithm, and the func-
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tion 

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
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1log has maximum derivative 1/nm, and is 0 

when pm= 0. The value nm is finite constant and we assume 
1/nm < ∞. Moreover, β is a constant that satisfies  
1 ≤ β < ∞. The utility function (3) is defined in [30] and 
equation (4) is novel utility function which incorporates the 
average packet drop decision vectors and the average ca-
pacity per radio interface, expressed with the logarithmic 
function given above. Then, for each 5GT system we are 
applying stochastic utility maximization framework to our 
streaming based system model, and the desired solution to 
the following optimization problem in uplink (when MT is 
sending information) and downlink (when the proxy server 
is sending information) is: 

 Maximize: ),()( dpx    (5) 

Subject to: 1. Time average stream (flow) over the queue 
Qm(t) is less or equal to the time average maximal output 
serving rate μm

max on the interface m, i.e.: 
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2. All queues Qm(t) are rate stable, i.e.: 
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3. The desired time average power constraints are fulfilled 
[22] (pm(t) is the power incurred in interface m of the 
network on slot t, and pm

av is a required time average power 
expenditure), i.e.: 
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4. For the control policy action: NL ( )( ) tt A  . 

5. For finite parameter μmin > 0, the average output serving 
rate of the m-th queue satisfies: 

 min( )m t  ,  {1,2,3... }m M   (9) 

The constraint (9) requires each queue Qm(t) to 
transmit with a time-average rate of at least μmin, which 
ensures all queues are getting at least a minimum rate μmin 
of service. However, we shall not enforce this constraint, 
because if the input rate for the m-th queue is less than μmin, 
then this constraint is wasteful.  

For t > 0, the used variables as time average over the 
first t slots for m  {1,2,3,…, M} are defined with:  
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4. MassiveAQUA Algorithm 
For solving the above optimization problem we are 

using the Lyapunov drift-plus-penalty method (using fixed 
positive penalty control parameters V1 and V2) given in 
[10]. We enforce the constraints 1 and 2 of the optimiza-
tion problem with the actual queue Qm(t) (1) and the con-
straint 3 with virtual queue Zm(t) for each m, given in [30]. 
It is very easy to prove that the queues are mean rate stable 
[10] (because they are with finite queue length).  

Also, to ensure worst-case delay is bounded and to 
enforce the constraint (9), we define a μmin-persistent ser-
vice queue, being a virtual queue Um(t) for each 
m  {1,…, M}  with Um(0) = 0 and with update equation: 
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We assume average throughout that μmin ≤ Amax. The 
condition Qm(t) ≤ μm(t) + dm(t) is satisfied whenever the 
backlog Qm(t) is cleared (by service and/or drops) on slot t. 
If this constraint is not active, then Um(t) has a departure 
process that is the same as Qm(t), but it has an arrival of 
size μmin every slot t. Furthermore, we are defining a com-
bining queue vector )](),(),([)( tttt UZQS   and the Lya-

punov function (see Sec. 3.1.2 for Lyapunov functions in 
[10]) as: 
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If we define the one-step conditional Lyapunov drift 
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Lyapunov drift-plus-penalty expression is defined as: 
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So, our proposed MassiveAQUA algorithm seeks to mini-
mize the upper bound of (13) for all t, all possible values of 
S(t), and all control parameters V1 ≥ 0 and V2 ≥ 0. In (13) 
we are introducing a “penalty” vector process with  
u(x(t), αNL(t),t)=(u0

1(t), u0
2(t),…, u0

M(t)), which is already 
defined in more details in [30]. The novel “penalty” pro-
cess g(p(t), d(t), αNL(t), t), given here is defined with: 
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An optimal solution to (5) and also (14) has dm(t) = 0 for 
all m. That is, the objective (14) can equivalently be re-
placed by the objective of minimizing  
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dm(t) = 0 for all m. This is because the penalty for dropping 
is β. Thus, it can be shown that it is always better to restrict 
data at the Upper Network Layer (or even at transport 
layer) rather than admitting it and later dropping it. We 
recommend choosing β such that 1 ≤ β ≤ 2. Because larger 
value of β will trade packet drops at the Lower Network 
Layer for packet non-admissions at the flow controller. 
Furthermore, assuming that: u0min

m is deterministic low 
bound on u0

m(t) for all m in each slot t, the gmin
0 is a deter-

ministic lower bound on g(p(t),d(t), αNL(t), t) for all t, plus 
assuming that there is a finite constant K > 0 such that for 
all choices of αNL(t) on slot t we have: 
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where the expectations are taken with respect to the distri-
bution of the i.i.d. ψ(t) process, and possibility randomized 
decisions αNL(t)Aψ(t). The expressions (15)–(19) are 
implying all major forms of stability and further are 
helping in the process of determining the algorithm’s 
performance bounds. By squaring (2), (12) and (15); then 
summarizing according to the (16), doing the one-step 
conditional Lyapunov drift (given in Sec. 4.5 in [10]) and 
then adding the “penalties” V1E{u(x(t), αNL(t), t)|S(t)} and 
V2E{g(p(t),d(t), αNL(t), t)|S(t)} to both sides, it is not diffi-
cult to show that the expression (13) has the following 
upper bound for all t (for more details see the Theorem 4.2 
in [10]): 
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Here B is a finite constant related to the worst-case second 
moments of Am(t), m(t), dm(t) and m(t) processes: 
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Such a constant B exists by the boundedness assump-
tions on the processes. Furthermore, the goal of our Mas-
siveAQUA algorithm is to minimize the expression (20), 
by choosing the most appropriate control policy action 
αNL(t)  AΨ(t) every slot t, observing the real and virtual 
queues vectors Q(t), Z(t), U(t) and the current state ψ(t). In 
that way, the MassiveAQUA algorithm is solving the 
above discussed optimization problem, decoupling and 
reducing it into separate algorithms and does the following: 

1) Stream control and QoS traffic routing over differ-
ent RATs interfaces at the 5GTs (vertical multi-homing 
and multi-streaming [8],[9]): Every slot t, for each queue 
m  {1,2,3,…, M} observes new arrivals xm(t), the actual 
queue Qm(t) (2) and the virtual queues Zm(t) (12) and Um(t) 
(15), and chooses xm(t) to go over that queues to: 
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2) Average Power Allocation: Every slot t, observe 
virtual queue Zm(t) for m  {1,2,3,…, M} and allocate 
power vector p(t) on each interface (so there is power-
aware uplink/downlink transmission scheduling), as the 
solution for the auxiliary variable m(t) to:  
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3) Packet Dropping: For every slot t, observe virtual 
queue Um(t) (11) and real queue Qm(t) (1), and for 
m  {1,2,3,…, M} choose dm(t) by: 
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4) Queues Updates: For m  {1,2,3,…, M} update 
actual queues Qm(t), virtual queues Zm(t) and Um(t) 
according to (2), (12) and (15), respectively. 

5) Downlink packet routing: IP packets, which are 
coming from all RATs interfaces and going to the applica-
tion layer, are received in the incoming recipient’s (another 
additional actual and virtual) queues, and sent from Mas-
siveAQUA module to the Upper Network Layer. Then all 
packets are resent to Transport Layer where they are syn-
thesized in one stream (flow) xm(t) and finally delivered to 
the peer application. As before mentioned, the arrivals, ψ(t) 
process and channel states are assumed to be i.i.d. every 
slot t, and the queue network is assumed to be initially 
empty at time 0. 
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5. Performance Bounds  
Our novel 5GMT is multi-RAT node, with several (n) 

interfaces, each for different RAT (overall n RATs). As-
suming there is a finite constant C ≥ 0 such that our Mas-
siveAQUA algorithm chooses the most appropriate control 
policy action αNL(t)  Aψ(t) every slot t, observing the real 
and virtual queues vectors Q(t), Z(t), U(t) i.e. with com-
bining queue vector S(t), and minimizing the upper bound 
(25), then we have the following theorem: 

Theorem 1 (Performance Bounds of Massive-
AQUA): If we suppose that the arrivals and channel state 
information for each time slots is stochastic i.i.d. over slots 
with probabilities π(ψ), the problem for maximizing 
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a value for the constant C ≥ 0, using C-additive approxima-
tion of the MassiveAQUA algorithm every slot t, and hav-
ing appropriate control policy action (αNL(t)), plus setting 
the penalty control parameters V1 = V2 = V then: 

1) The time average expected cost satisfies: 
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where X∑
optim is the optimal infimum time average of the 

weighted sum of admitted rates into the queue network, 
achievable by any policy that stabilizes the queues and 
satisfied average power constraints and all other required 
constraints. The goptim is the optimal infimum time average 
of the objective function (19), also achievable by any 
policy that stabilizes the queues and satisfied average 
power constraints and all other required constraints. Also B 
is defined with (21).   

2) If we assume that there is a finite constraints K > 0, 
ρ ≥ 0 and δ > 0 for all (possibly random) choices of the 
control policy action αNL(t) where (15)–(19) are met and 
the following constraints are satisfied for all m: 
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3) The real and virtual queue vectors Q(t), U(t) and 
Z(t) are mean rate stable, and all required constraints of the 
optimization problem (5–9) are satisfied. 

Proof. (Theorem 1)  

Due to the choice of the most appropriate control 
policy action αNL(t)  Aψ(t) every slot t, by the Massive-
AQUA algorithm, observing the combining queue vector 
S(t), finite constant C ≥ 0, which choice is minimizing 
(25), setting the penalty control parameters V1 = V2 = V, we 
have for all t and all possible vectors S(t):   
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  (32) 
where αL

e(t) is another decision action that can be imple-
mented on a slot t. If we fixed δ in the interval (0, δmax], 
and ρ > 0, plus using the control policy action αL

e(t) de-
signed to achieve (26)–(30) and nothing that this policy 
action makes decisions independent of the S(t) (the values 
xi(αNL(t),t), μm(αNL(t),t), dm(αNL(t),t), and ξm(αNL(t),t) are 
independent of current queue backlog and state S(t)), 
yields: 
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  (33) 
Also, the (33) holds for all ρ > 0. Now if we take the limit 
as ρ→0 yields: 
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Furthermore, let the fourth moment bounds (15)–(19) are 
holding and applying Theorem 4.2 (Lyapunov Optimiza-
tion) from [10], so the constraints (6)–(9) are satisfied, by 
using the low of telescoping sums over τ  {0,1,2,…,t – 1} 
for t > 0, the (34) yields:     
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Moreover, rearranging terms and neglecting non-negative 
terms when appropriate, it is easy to show that the inequal-
ity (35) directly implies the following two inequalities for 
all t > 0: 
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and 
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where (36) follows by dividing (35) by V and t, and (37) 
follows by dividing (35) by δ and t. Now, recalling that the 
time average expectation for the penalty sum of all 
u0

m(αNL(t),t) is deterministically lower bounded by umin 
(possibly negative value), also the time average expectation 
for the objective function (14) is deterministically lower 
bounded by gmin

0 (possible negative value) and finally, 
taking limits of the (42) as t→∞ proves (31). Moreover, by 
taking limits of the (36) as t→∞ plus multiplying the result 
inequality by –1 proves (25). 

6. Simulation Results and Analysis 
In this section, we provide a simulation results and 

analysis of the presented MassiveAQUA algorithm for 
a scenario including total wireless and mobile network 
coverage from several RATs, for the 250 5G mobile termi-
nals and one 5G fixed terminal (server at the core net-
work). From the three different scenarios, we are obtaining 
the simulation results for average throughput, as well as the 
average queue backlog values for different network condi-
tions, together with the average queue delays of the 5GTs. 
Our simulation scenarios are multi-cell case, plotted in the 
dense urban area, with random initial locations of mobile 
terminals uniformly distributed within the entire urban 
area. To emphasize that the used maximal output rates are 
carefully chosen to be adequate to the maximal uplink 
serving rates (by dividing the uplink bit rates with the av-
erage number of bits per packet) of LTE, LTE-Advanced, 
IEEE 802.11n, IEEE 802.16e, IEEE 802.16m, IEEE 
802.11ac and IEEE 802.11b RATs, shared between 250 
mobile  terminals  in one  cell. In Tab. 1  the most important 

Scenario Parameters and values Description 

Scenario 1 

v = 40 km/h Average velocity of the mobile terminals 

x10=[68.9655; 50; 24.316; 100; 50; 50; 24.316; 50; 68.9655; 
68.9655] x9=[68.9655; 50; 24.316; 100; 50; 50; 24.316; 50; 
68.9655] x8=[68.9655; 50; 24.316; 100; 50; 50; 24.316; 50] 
x7=[68.9655; 50; 24.316; 100; 50; 50; 24.316] x6=[68.9655; 50; 
24.316; 100; 50; 50] x5=[68.9655; 50; 24.316; 100; 50] 
x4=[68.9655; 50; 24.316; 100] x3=[68.9655; 50; 24.316] 
x2=[68.9655; 50] x1=[68.9655] 

Vectors of the time average arrival rates for different 
number of services 

μ1= (1/250) [ 44643];  μ2= (1/250) [44643; 12500]; 
μ3= (1/250) [ 6694.4; 37000; 12500]; μ4= (1/250) [6694.4; 12500; 
5000; 44643]; μ5= (1/250) [6694.4; 12500; 5000; 44643; 5000];  
μ6= (1/250) [6694.4; 12500; 5000; 44643; 12500; 6694.4]. 

Vectors of the output serving rates for different number 
of RAT interfaces (M queues). 

Scenario 2 

μ1= (1/250) [6694.4]; μ2= (1/250) [6694.4; 12500]; 
μ3= (1/250) [6694.4; 5000; 12500];  μ4= (1/250) [6694.4; 12500; 
5000; 6694.4]; μ5= (1/250) [6694.4; 12500; 5000; 12053.57; 2250]. 

Vector of the output serving rates for different number 
(M) of RAT interfaces. 

x=[68.9655; 50; 24.316] Vector for the time average arrival rates for N=3 services 
Scenario 1 & 2 V=V1=V2=10 Penalty control parameters 

Scenario 3 

x=[69; 50] Vector for the time average arrival rates for N=2 services 
v = 40 km/h Average velocity of the mobile terminals 
For Rout=76.7776: μ2= (1/250) [6694.4; 12500]; 
For Rout=93.4456: μ2= (1/250) [6694.4; 16667]; 
For Rout=96.7776: μ3= (1/250) [6694.4; 12500 5000]; 
For Rout=98.2160: μ2= (1/250) [12054; 12500];   
For Rout=103.5552: μ3= (1/250) [6694.4; 12500; 6694.4].  

Vectors of the output serving rates for different number 
of RAT interfaces (M queues) and different aggregated 
throughput. 

V1=10 First penalty control parameter 

Scenario 1,2,3 pm
av =0.7 W Average power for each interface (W) 

Tab. 1. Simulation parameters for scenario 1, 2 and 3. 
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simulation parameters for all three scenarios are presented. 
Each simulation was run over 107 time slots. In Fig. 2 the 
average queue backlog versus different number of multi-
media sources is presented. The time average arrival rates 
for different number of used services (applications) are 
given in Tab. 1. Undoubtedly, as the number of used inter-
faces in 5GTs is higher, the average queue backlog is be-
coming smaller. The case when they are 6 interfaces is 
achieving superior results for any number of data sources 
over other four cases (especially with the case when there 
is only one used interface (for M = 1 in Fig. 2)). By the 
Little’s theorem [33], dividing the average queuing back-
log with the average arrival rates yields an upper bound on 
average time delay. Consequently, in the case with more 
interfaces within 5GT with MassiveAQUA algorithm will 
cause minimal average time delay for any used service. 
Furthermore, Fig. 3 presents the average uplink throughput 
per user versus the average velocity of the 5G mobile ter-
minals, when the number of sources is fixed (N = 3). This 
is Scenario 2 and the services are: VoIP-conference, VoIP 
and delay-sensitive data service. It is evident that as the 
number of RAT interfaces is higher (i.e. for M = 5) the 
throughput is higher for each velocity, even it is with di-
minishing trend versus velocity. Also, with smaller number 
of interfaces the average throughput is smaller and is sup-
porting only those RAT interfaces belonging to the RAT 
with the best mobility support. A key observation about the 
above algorithm is that it does optimal flow control deci-
sions and simultaneously causing network queuing stability 
and minimal network queue backlog. As expected, the 
worst case uplink throughput we have when there are mo-
bile terminals with one interface (M = 1). In Scenario 3, we 
have only two sources of information (two services), and 
the capacity region is shown in Fig. 4, together with the 
illustration for the parameter ro (For λ = (50, 69) (i.e., point 
D illustrated) different lengths for the segment OA are 
allowed (the parameter ro is OA/OD)). Moreover, Fig. 5 
shows the average queue delays versus different values of 
the parameter ro, for different values of the penalty param-
eter V2, when the penalty parameter for the first penalty 
function is V1 = 10. As the parameter ro is increasing, it is 
near it’s maximal value (which is 1, i.e. when the segment 
OA = OD in Fig. 4), so the average delays are becoming 
more stable and bounded. As can be notice from Fig. 5, 
when we set the penalty control parameter half of the pre-
vious value (i.e. when V2 = 5), in comparison with the case 
when the V2 is 10, the delays for all five cases are becom-
ing lower with maximal values around 0.15 slots. At the 
same time, it tends to push the queues towards a lower 
congestion state, but we get large packet dropping ratio 
(which is proportional with the decreasing of the control 
parameter V2, according to (24)). Thus, we minimize 
a weighted sum of drift and “penalty” for the second 
(novel) penalty function (14), decreasing the delay, but we 
are increasing the packet dropping ratio for all queues. For 
both values of penalty parameter V2 (i.e. when V2 = 10 and 
when V2 = 5),  the case  when we have  Rout = 98.2160, i.e. 

 
Fig. 2. The average queue backlog versus number of sources. 

 
Fig. 3. The average throughput vs. average velocity of MTs. 

 
Fig. 4.  The capacity region Λ.  

 
Fig. 5. The average delay versus parameter ro. 

balanced queue with almost equal values for their output 
serving rates (i.e. when μ2 = (1/250) [12054; 12500]), we 
have the lowest delay in comparison with all other cases, 
even when we have three RAT interfaces within 5GTs. 
Thus, we can conclude that the values for the output serv-
ing rates of the RAT interfaces are having very important 
impact in the performances of the MassiveAQUA algo-
rithm, and should be quite balanced. 
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7. Conclusion 
This paper presents joint stochastic Lyapunov stabil-

ity and performance optimization, and develops utility 
optimal traffic control for the future 5G mobile terminals 
and 5G fixed terminals (proxy servers in the mobile core 
network part). It defines a novel analytical framework and 
performance bounds for 5GT with vertical multi-homing 
and multi-streaming features for 5G broadband networks, 
which maximizes the time average throughput and at the 
same time stabilizes the queuing, simultaneously providing 
minimal queue backlog and delay for each real-time delay-
sensitive application. The 5GTs with Lyapunov drift-plus-
penalty technique is implemented in user MTs and in the 
core network (as 5G proxy server), and it is handling sim-
ultaneously multiple multimedia real-time applications via 
multiple wireless/mobile network interfaces with optimal 
packet scheduling and high level of QoS provisioning. 
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