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Summary. — This paper is a short review and a basic description of mathematical
models of renewable energy sources which present individual investigated subsystems
of a system created in Matlab/Simulink. It solves the physical and mathematical
relationships of photovoltaic and wind energy sources that are often connected to
the distribution networks. The fuel cell technology is much less connected to the
distribution networks but it could be promising in the near future. Therefore, the
paper informs about a new dynamic model of the low-temperature fuel cell subsys-
tem, and the main input parameters are defined as well. Finally, the main evaluated
and achieved graphic results for the suggested parameters and for all the individual
subsystems mentioned above are shown.

1. – Introduction

The share of renewable energy sources in the European distribution and transmission
networks significantly increases every year because a lot of countries provide financial
benefits for energy produced by these sources. Moreover, it seems that installations of
renewable sources can be useful for the environment. In anyway, the renewable power
sources will be probably the only additional source of energy in the near future. Fur-
thermore, many types of renewable sources are directly dependent on the atmospheric
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conditions at the place of their installation and therefore the produced power can be
significantly variable. This fact conclusively shows that a good and reliable operation of
the distribution networks has to be established because there are more possibilities of
blackouts owing to sudden changes of the electric power.

This is a legitimate reason to simulate the distribution networks which contain renew-
able sources by mathematical models because they can be used for finding the behaviour
and optimize the operations of the whole system. If the power of the whole system also
depends on renewable energy sources, then it is appropriate to create mathematical mod-
els of these variable sources individually because each of these sources requires various
input parameters for their simulations and exact results can be achieved [1].

2. – The dynamic model of an energy system

Creating a dynamic model of an energy system is a very complex and extended mat-
ter because it has to respect a lot of interconnections between many different disciplines,
and the final dynamic model consists of many subsystems which represent individual
components of the distribution networks (e.g. individual types of energy sources, lines,
transformers, other electrical devices). Each used component in the model has to be de-
scribed, simulated and evaluated separately. Although the subsystems need to work with
large numbers of input and output data or parameters, the simulation of an individual
subsystem does not have to be time-consuming. On the other hand, the system level
simulation is very time-consuming because a lot of iteration calculations are used to find
out the stable state of some part of the isolated distribution networks. This work is fo-
cused on the basic and simplified description of the fuel cell subsystem, the photovoltaic
subsystem and the wind subsystem, respectively.

2.1. Fuel cell subsystem. – The fuel cell and the fuel cell subsystem present an elec-
trochemical energy source or device that converts the chemical energy of the input flows
of the reactants directly into electrical energy. A simplified description of the fuel cell
general principle can be expressed by the chemical equations in [2].

A theoretical voltage of the fuel cell can be explained by Gibbs free energy. How-
ever, the voltage is lower than the theoretical voltage under real conditions [3] and this
decrease can be calculated for a specific steady state of the fuel cell by Nernst equa-
tion [4]. Generally, Nernst equation brings the voltage of the fuel cell for constant values
of temperature and partial pressures of the reactants:

(1) ENernst = E0 +
ΔS

2 · F (T − T0) +
R · T
2 · F · ln

(
pH2 ·

√
pO2

pH2O

)
,

where ENernst is Nernst voltage (in V), E0 is the voltage at standard conditions (in V),
ΔS is the change of entropy (in J K−1), F is Faraday’s constant (in C mol−1), T is the
absolute temperature (in K), T0 is the standard temperature (in K), R is the universal
gas constant (in J mol−1 K−1), pH2 is the hydrogen partial pressure (in atm), pO2 is the
oxygen partial pressure (in atm) and pH2O is the water partial pressure (in atm).
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The real output voltage of the fuel cell stack expresses Nernst voltage that is decreased
by overpotentials [5]. The mentioned overpotentials represent the voltage losses of the
fuel cell stack and moreover the size of the losses influences the efficiency of the full cell
stack significantly:

(2) Vfc = N0 · (ENernst − Vact − Vohm − Vcon) ,

where Vfc is the output voltage (in V), N0 is the number of series fuel cells in the stack,
Vact stands for activation losses (in V), Vohm stands for ohmic (resistance) losses (in V)
and Vcon stands for concentration losses (in V).

It is necessary to point out that the dynamic behaviour of the fuel cell stack is good
to know because then the development of the reactant flows or electric parameters can
be determined. The dynamic behaviour can be simulated by differential equations of the
partial pressure of the reactant gas [2, 4, 6]:

(3)
dpH2

dt
=

R · T
Va

(
qin
H2

− qout
H2

− qr
H2

)
,

where Va is the volume of anode channel (in m3), qin
H2

is the input flow of hydrogen
(in mol s−1), qout

H2
is the output flow of hydrogen (in mol s−1) and qr

H2
is the hydrogen

flow that reacts (in mol s−1).
According to (3), the partial pressure is simply determined by Laplace transformation

because the partial pressure of the reactant gas is linearly dependent on the flow of the
reactant gas. Then the time constant is determined in the steady state of the fuel cell
stack and it depends on the volume of the channel, the universal gas constant, the
absolute temperature and the valve constant. The mathematical equations for other
reactants (i.e. oxygen and water) can be expressed in a similar way.

Furthermore, the internal resistance is not constant and its change is considered in
this work. The change of this resistance is expressed empirically and the development of
the temperature is also solved by the empirical way in [7]. Therefore, the temperature
change of the fuel cell stack is considered and it can be estimated according to [2, 8].

In table I [2] there are individual parameters that are used in the simulation of the
dynamic behaviour of a fuel cell.

Some graphic results of the simulation are shown by figs. 1a and 1b [2]. Figure 1a [2]
illustrates the dynamic changes of the voltage for different load currents. If load increases,
then the voltage quickly drops and a voltage dip is generated at this instant. If load
decreases, the situation is similar but a voltage swell is generated. In these situations the
voltage gradually passes to a steady state but if the load current is short, the voltage does
not achieve steady state. Figure 1b [2] brings important information about the behaviour
of the power of the fuel cell stack in time and at different operational conditions, and
shows the development of the power of the fuel cell stack at a different load current.
Other important characteristics are available in [2].
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Fig. 1. – Curve of the voltage of the fuel cell stack (a) and curve of the power of the fuel cell
stack at different load current (b) [2].

Table I. – Some parameters of the fuel cell subsystem [2].

Nominal power Pn 2 kW
Number of fuel cells in the series N0 80 –

Voltage at standard conditions E0 1.229 V
Standard temperature T0 298.15 K

Hydrogen valve constant kH2 2.2 · 10−5 kmol atm−1 s−1

Hydrogen time constant τH2 2.46 s
Oxygen valve constant kO2 1.1 · 10−5 kmol atm−1 s−1

Oxygen time constant τO2 4.92 s
Water partial pressure pH2O 1.0 atm

Utilization factor U 0.8 –
Hydrogen-oxygen flow ratio rH-O 1.168 –

Ambient temperature Ta 298.15 K
Heat capacity of the fuel cell stack Ct 7000 JK−1

Thermal resistance Rt 0.0195 KW−1

2.2. Photovoltaic subsystem. – Solar cells represent basic devices which are able to
generate electric power thanks to direct conversion of solar energy to electrical energy.
Solar cells can be composed of semiconductors and each of them is conceived as a p-n
structure, respectively. Photovoltaic modules consist of solar cells and then a photovoltaic
subsystem is created by a series-parallel combination of photovoltaic modules in order to
obtain the required output voltage and current.

In table II [1] there are individual parameters which are used in the simulation of the
photovoltaic subsystem.

Based on the equivalent mathematical circuit of the solar cell, consisting of a current
source, a diode and two resistances, the relationship between the output voltage and the
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Table II. – Photovoltaic module parameters for simulation of its subsystem [1].

Nominal array open-circuit voltage Vocn 36.9 V
Nominal short-circuit current Iscn 8.55 A

Number of photovoltaic cells in the series Ns 60 –
Series resistance Rs 0.205 Ω
Shunt resistance Rsh 274.96 Ω

Maximum power voltage Vpm 29.8 V
Maximum power current Ipm 7.89 A

Voltage-Temperature coefficient KV −1.13 · 10−1 V K−1

Current-Temperature coefficient KI 5.13 · 10−3 A K−1

Diode ideality factor n 1.3 –

output current of the solar cell is defined as [1]

(4) I = Iph − I0

[
exp

(
V + I · Rs

n · Vt

)
− 1

]
− V + I · Rs

Rsh
,

where I is the output current (in A), Iph is the photovoltaic current (in A), I0 is the
saturation current (in A), V is the output voltage (in V), Rs is the series resistance (in
Ω), n is the diode ideality factor, Vt is the thermal voltage (in V) and Rsh is the shunt
resistance (in Ω). This equation has to be calculated and solved by the Newton-Raphson
numerical method because the equation does not have a direct solution [1].

According to [2], the saturation current can be considered as

(5) I0 = I0n

(
T

Tn

) 3
n

exp
[
e · Eg

n · k

(
1
Tn

− 1
T

)]
,

where Eg is the bandgap energy of the semiconductor (in eV). A more accurate value for
Eg can be achieved by respecting the given range of temperature of a module [9]. Other
used dependences are available in [2].

Some results of the simulation are shown by figs. 2a and 2b [1]. Figure 2a [1] illustrates
the validity of the proposed model because the I-V curves of a practical module corre-
spond with the simulated curves at different solar irradiance. A small error is generated
for low irradiance, but the maximal difference between simulated and practical values
of Voc is negligible. This validity of the proposed model is verified and confronted by
electrical characteristics of the module at the standard test condition (i.e. 1000 W m−2,
25 ◦C, Air mass AM1.5). Furthermore, fig. 2b [1] shows the comparison of the power for
an ideal and a real photovoltaic module. It also shows the huge and sudden changes of
output power in short time and it informs that the subsystem is directly proportional to
real solar irradiance. Other characteristics of validation of this subsystem are available
in [1].
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Fig. 2. – I-V curves of a simulated and a practical photovoltaic module at different solar irra-
diance and 25 ◦C (a), and the comparison of output power of a simulated photovoltaic array
(Npar=2, Nser=2) at ideal and real weather conditions (b) [1].

2.3. Wind subsystem. – Based on the principle of wind energy production, the wind
subsystem represents a complex aerodynamic system. This is because the wind turbine
rotor extracts energy from the wind and then this energy is converted into mechanical
power and electrical power, respectively. Therefore, the aerodynamic, mechanical, elec-
trical and control blocks are required for the wind subsystem modelling. The turbine
model is represented by the mechanical power of the wind turbine extracted from the
wind [10]:

(6) Protor =
1
2
· CP (λ, β) · ρ · v3

wind · π · R2
rotor,

where Protor is the power of the rotor (in W), CP is the power coefficient of the wind
turbine, λ is the tip speed ratio, β is the pitch angle (in degrees), ρ is the air density
(in kg m−3), vwind is the wind speed (in m s−1) and Rrotor is the rotor radius (in m).

Generally, the density of dry air can be calculated by the ideal gas law. The value
of the power coefficient is dependent on λ (the ratio of the linear speed of the tip of the
blades to the rotational speed of the wind turbine) [11] and β (the angle of the turbine
rotor) as well. Therefore, the power coefficient can be obtained by a non-linear function
or by using a look-up table [12]. Moreover the power coefficient is a result of the rotor
torque coefficient [10]. If the area swept by the blades of the wind power plant is known,
then the power is [10]

(7) Protor =
1
2
· CP (λ, β) · ρ · v3

wind · A,

where A is the area swept by the blades (in m2).
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Fig. 3. – The power coefficient vs. the wind speed ratio (a) and power-wind curve of a wind
power plant (b).

Figure 3a only demonstrates the power extractable from wind by the power coefficient
(the maximum is called the Betz coefficient) for different wind speed ratios (the ratio of
the speed behind the turbine v2 and the speed in front of the turbine v1). As mentioned
above the real power coefficient is not dependent only on the wind speed and the wind
speed ratio, respectively. Figure 3b shows the mechanical power as a function of the wind
speed at rated rotor speed and individual operating areas. These areas are important
for the control of the wind turbine. One of them is bounded by the power-wind curve
and its cut-in-speed limit (2.2 m s−1) and by the rated output power (10.8 m s−1) for
the modelled wind turbine. The next one is limited by the rated output power and the
cut-out-speed (13.0 m s−1).

3. – Conclusions

Generally, if the simulation respects the dynamic behaviour of renewable power
sources, the design of these individual subsystems can be problematic because there are
a lot of interrelations for each of these sources. Moreover the simulation of the distribu-
tion network is a very complex problem because iteration methods have to be used. The
simulation itself can be time-consuming because a large number of input or output data
for these individual subsystems have to be calculated. In addition, this time-consuming
simulation is dependent on how much the individual subsystem is detailed and which
output information is required.

∗ ∗ ∗

This paper contains the results of research works funded from the project of the
specific research program of Brno University of Technology No. FEKT-S-11-19/1446.
The research was performed in the Center for Research and Utilization of Renewable
Energy Sources. The author gratefully acknowledges financial support from the European
Regional Development Fund under project No. CZ.1.05/2.1.00/01.0014.

02002-p.7

LNES2012



REFERENCES
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